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Abstract

This paper describes the performance benefits attained us-
ing enhanced network interfaces to achieve low latency
communication. We present a novel, pipelined scheduling
approach which takes advantage of DMA communication
mode, to send data to other nodes, while the CPUs are per-
forming calculations. We also use zero-copy communica-
tion through pinned-down physical memory regions, pro-
vided by NIC’s driver modules. Our testbed concerns the
parallel execution of tiled nested loops onto a cluster of
SMP nodes with single PCI-SCI NICs inside each node. In
order to schedule tiles, we apply a hyperplane-based group-
ing transformation to the tiled space, so as to group to-
gether independent neighboring tiles and assign them to the
same SMP node. Experimental evaluation illustrates that
memory mapped NICs with enhanced communication fea-
tures enable the use of a more advanced pipelined (overlap-
ping) schedule, which considerably improves performance,
compared to an ordinary blocking schedule, implemented
with conventional, CPU and kernel bounded, communica-
tion primitives.

Keywords: memory mapped network interfaces, DMA,
pipelined schedules, tile grouping, communication overlap-
ping, SMPs

1 Introduction

Modern high performance communication architectures
allow new, low latency messaging protocols|[5, 6, 7, 17] to
providethe vehicle of very efficient communicationin clus-
ters. Available bandwidth is constantly increasing, while
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there is atrend towards offloading host CPU from the bur-
den of communication [17] through the use of bus master-
ing, DMA enabled NICs. In this way, CPU has more time
to spend on useful application calculations.

When a (user level) process needs to access a conven-
tional network interface, overall communication is delayed
[13], since, through a system call, the OS switches to ker-
nel level and assumes the copying of data from user areas
to kernel areas for protection. Nevertheless, modern net-
work technologies (i.e. SCI, Myrinet, etc.) are mitigating
this startup latency with optimized communication proto-
cols(i.e. VIA) with Zero-Copy [4], DMA support and User-
Level [3] characteristics.

Not only these novel network interfaces are reducing
the message startup latency, but they can also aleviate the
communication burden from CPU. Current parallel applica-
tions should be rescheduled to exploit these enhanced fea-
tures. The parallel execution of any computationally inten-
sive code, containing nested loops, isavery good testbed for
such enhanced communication architectures for clusters.
Parallel 1oop execution requires for frequent synchroniza-
tion points and extensive exchange of data between differ-
ent nodes. Thus, loops are most suitable for being resched-
uled, if we adopt zero-copy, DMA enabled, messaging fea-
tures. The key issue isto mitigate communication overhead
by efficiently controlling the computation to communica-
tion grain. When using enhanced network interfaces, the
objective should also be to hide as much as possible this
communication overhead, gaining extra cycles for useful
computation, since the CPU is now disengaged.

In the past, many researchers presented methodsfor con-
trolling the computation to communication grain for paral-
lel loop execution. In order to alleviate the communication
overhead, Irigoin and Triolet proposed supernode partition-
ing [12] of the Iteration space, where neighboring iteration
points are grouped together to build a larger computation
node (tile) that can be atomically executed without any in-



tervention. Hodzic and Shang [11] proposed a method to
correlate optimal tile size and shape, based on overall com-
pletion time reduction. Their approach considers a straight-
forward time schedule, where each processor executes al
tiles along a specific dimension, by interleaving computa-
tion and communication phases.

In[9] an aternative method for the problem of schedul-
ing the tiles to single CPU nodes was proposed. Each
atomic tile execution involves a communication and a com-
putation phase and this is repeatedly done for al time
planes. This sequence of communication and computation
phases is compacted, by overlapping them for the different
processors. The proposed method acts like enhancing the
performance of a processor’s datapath with pipelining [14],
because a processor computes its tile at £ time step and
concurrently receives data from all neighbors to use them
a k + 1 time step and sends data produced at & — 1 time
step. Since data communications involve some startup la-
tencies, the computation grain is adjusted to make room for
this overhead and try to overlap with all communication,
which can be donein parallel. Previouswork in the field of
UET-UCT scheduling of grid graphsin [2], has shown that
this schedule is optimal when the computation to commu-
nication ratio is one.

In this paper we extend the method proposed in [9] for
executing tiled iteration spaces in SMP nodes. We group
together neighboring tiles along a hyperplane. Hyperplane-
grouped tiles are concurrently executed by the CPUs of the
same SMP node. In this way, we eliminate the need for
tile synchronization and communication between intranode
CPUs. As far as scheduling of groups is concerned, we
take advantage of the overlapping schedule of [9] in order
to “hide” each group communication volume within the re-
spective computation volume.

We compare our method, using blocking schedules and
vertical grouping of neighboring tiles along a specific di-
mension. Vertically grouped tiles are assigned to the same
node, and an optimal hyperplane time schedule is applied.
All experimental results show that when the hyperplane
grouping of tiles together with the overlapping schedule
are applied, the overall completion time is considerably re-
duced, under the condition of controlling the computation
to communication grain. One can easily deduce that the
performance of modern communication architecturesis en-
hanced, provided that we carefully design the time schedule
and work partitioning among the CPU’s of SMP nodes.

Therest of this paper isorganized asfollows: Basic hard-
ware concepts used in the experiments are introduced in
Section 2. In Section 3 the non-overlapping and overlap-
ping schedules are briefly revised. In Section 4 we supply
an algorithm for the application of the overlapping scheme
proposed in [9] on clusters of SMP nodes and we investi-
gate the resulting time schedule. In Section 5 we describe

the experiments executed on a cluster of SMPs using PCI-
SCI Network Interface cards in order to verify our theory.
Finally, in Section 6 we summarize our results and propose
future work.

2 Background concepts
2.1 HardwareHigh Performance Features

Recent advances in high speed networks and improved
microprocessor performance are making clusters of work-
stations an appealing vehiclefor cost effective parallel com-
puting. The trend in parallel computing is to move away
from custom-designed platforms of the established HPC in-
dustry to general purpose systems consisting of loosely cou-
pled components built up from single or multi-processor
workstations or PCs.

The de-facto 100Mbps networking of commodity clus-
ters can be a bottleneck for many applications, when scaling
beyond a small number of nodes. The last years, new net-
working technol ogiessuch as SCI [10], Myrinet and Gigabit
Ethernet offer increased bandwidth and low startup laten-
cies, which however, are never efficiently utilized by user
applications. Therefore, high-performance clusters are in-
troduced, which provide the computationally intensive ap-
plications with increased performance using special com-
munication primitives, such as Zero-Copy Protocols and
DMA transfers.

211 Zero-Copy Protocols

Network protocol stacks, such as TCP/IP, aggravate the
communication procedure with the extra copying of data
sent or received, to and from kernel space, respectively. As
Fig. 1 depicts, when sending data from an application (user
space) buffer to the network, data must be initially copied
from the application buffer to kernel buffers. TCP, IP and
network headers must be added and then, as a packet, trans-
ferred to NIC's buffer for transmission. A respective proce-
dure takes place when data reach the receiving node.

The previous sequence of actions is unavoidable when
using legacy network technologies, but could be avoided
when novel communication technologies are used. SCI
achieves Zero-Copy Communication, since it supports a
Distributed Shared Memory approach, which is imple-
mented using kernel area memory mapped regions for com-
munication. An SCI communication scenario involves the
following stages: A processin an SCI node exports a mem-
ory segment which is imported by a process that resides in
another SCI node. Every imported memory segment is di-
rectly mapped to the PCI /O space of the PCI-SCI NIC. Itis
part of the importer’s (process) virtual memory through the
prior invocation of an SCIConnectSegment () driver



buffer

user space ] -
packet 1 packet 2
| |TCP| P |NET| | |TCP| P |NET| oo o
@ @

Figure 1. Single-Copy Protocol and packeti-
zation process

call. When the importing node needs to send data, it just
writesthem directly to the imported memory segment (thus,
no kernel copies). Data are transferred to the exporter’'s
memory and communicationis performed, without any ker-
nel intervention. No other data processing is needed within
each send.

2.1.2 DMA transfers

Message data can be usually transferred in two ways: Pro-
grammed 1/0O (PIO) mode and DMA mode. In PIO mode,
CPU handles data transferring completely, word by word.
For example, data transferring of 1Kwordsinvolvesthe ini-
tial copying of these words from main memory tothe NIC's
buffers with the aid of CPU. From a parallel application’s
point of view, these are considered “lost” CPU cycles, since
useful calculations could have been executed instead. On
the contrary, using DMA mode, CPU just programs the
NIC's DMA engine with the information of which data to
transfer from main memory and where to send it. CPU is
not used (or blocked from a program’s perspective) during
the transfer and can perform other (useful) tasks.

The DSM feature of SCI alows the efficient use of its
DMA capabilities. Using special SCI driver calls, the sys-
tem returns physically contiguous allocated memory. The
allocated memory is first “pinned down” and then mapped
to user’'s virtual memory (Fig. 2). User is able to read/write
that memory region like the ordinary memory regions re-
turned by LIBC malloc (). Despite the fact that DMA
transfer is only invoked as a kernel system call, the com-
plete transfer of the specific memory areawill be performed
with only one DMA invocation. On the contrary, even if
the NIC in Fig. 1 was DMA enabled, a new DMA invoca
tion should take place for each {data, TCRIPNET} packet,
which would be time consuming.
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Figure 2. Locked and memory mapped "RAM
device" for SCI communications

2.2 Algorithmic model - Notation

In order to evaluate the performance benefits gained by
such advanced architectures, we consider agorithms with
perfectly nested FOR-loops and uniform datadependencies:

FOR j1=l1 TO u; DO

FOR jp=l, TO wu, DO
Loop Body
ENDFOR

ENDFOR
where;, u; are affine functions of the outer loop indices.

Throughout this paper the following notation is used: N
is the set of natural numbers, n is the number of nested
FOR-loops of the algorithm. J™ C Z™ is the set of loop
indices: J" = {j(j1, s dn)ldi € Z A1l < ji <yl <
i < n}. Each point in this n-dimensional integer spaceisa
distinct instantiation of the loop body. A dependence vec-
tor isdenoted d; = (d;1, ..., d;n). The Dependence Matrix
D of an algorithm A is the concatenation of all dependence
vectors of thisalgorithm: D = [dy|dz|...|d,].

Tiling transformation is defined by the n x n tiling ma-
trix H, or dualy by the inverse tiling matrix P, as they
are defined in section 2 of [9]. The resulting Tile space
J* and the Tile Dependence matrix D are defined as fol-
lows: J% = {j%(j° = |Hj],j € J"}, D% = {d°|d° =
|H(jo +d)|,d € D, jo € J'|0 < |Hjo] < 1} where jo
denotes the index points belonging to the first completetile
starting from the origin of the Iteration space J ™. The Tile
space can be also written as J° = {j°(j7,...,4)|if €
ZAI < j? <wuf 1l <i < n}, wherel?, uf can be
directly computed from thefunctionsiy, ..., L, u1,..., u,
and the tiling matrix H, asdescribed in [1, 8]

Given an agorithm with Dependence matrix D, for a
tiling to belegal, it must hold HD > 0 [12, 15]. In this pa-
per we assume that all dependence vectors are smaller than



thetile size, thusthey are entirely contained in each supern-
ode'sarea, whichmeansthat |H D| < 1[18] or aternatively
that the Tile Dependence matrix D contains only 0's and
1's. This assumption is quite reasonable since dependence
vectorsfor common problemsarerelatively small, whiletile
sizes may result to be orders of magnitude greater in sys-
tems with very fast processors. In this case every tile needs
to exchangedataonly with its nearest neighbors, onein each
dimension of J".

3 Non-overlapping vs. Overlapping Schedule

In [11], Hodzic and Shang have presented a scheme
for scheduling loops that have been transformed through a
tiling transformation. Their approach is to minimize total
execution time, as follows: Firstly the optimal tiling ma-
trix H is determined and then it is applied to the original
Iteration space. The resulting Tile space J° is scheduled
using a linear time hyperplane I1. All tiles dlong a certain
dimension are mapped to the same processor. Total execu-
tion of tiles consists of successive computation phases in-
terleaved with communication ones. A processor receives
the data needed to execute atile at time step ¢, performsthe
computations and sends to its neighboring processors the
boundary data, which will be used for tile calculations in
time step 7 + 1. Thus the total execution time is given by
T = P(teomp + tcomm), Where P is the number of time
hyperplanes needed to execute the algorithm, ¢ ., the ex-
ecution time of atile and ¢ .,,,,,, the communication time.
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Figure 3. Non-overlapping Time Schedule

Therefore, the overall parallel 1oop execution consists of
atomic computations of tiles interleaved with communica-
tion for the transmission of the results to neighboring pro-

cessors. Since Tile space J° has only the unitary depen-
dence vectors (see §2.2), the optimal linear time schedule
can be easily proventobe: II = [1 1...1]. InFig. 3, the
non-overlapping schedule is shown for a Tile space us-
ing six processors. All tiles along the same dimension are
mapped to the same processor. If we cluster together the
receive and send subphases and call them “communication
subphase”, then we see that the overall schedule has com-
putation subphases interleaved with communication ones.

This quite straightforward model of execution resultsin
very good execution times, sinceit exploitsall inherent par-
allelism at the tile level. However, an important drawback
of this execution model is that each processor has to wait
for essential data before starting the computation of a cer-
tain tile, and wait for the transmission of the results to its
neighbors, thus resulting in significant idle processor time.
It would beideal if anodewas able to receive, compute and
send data at the same time. Modern network interfaces have
DMA engines that enable them to work in parallel with the
CPU. This means that some communication work can be
overlapped with actual CPU cycles. When communication
work is finished, processor receives an interrupt. In fact,
even some part of the non-blocking communication needs
the CPU, i.e. DMA initiaization. Nevertheless, al sub-
seguent data transferring actions can be ideally overlapped
with useful computation.

However, what really imposes such inefficient processor
utilization, is the data flow between successive time steps.
Specifically, it seemsthat computationsand respective com-
munication substeps for each time step should be serial-
ized to preserve the correct execution order. Every proces-
sor should first receive data, then compute and finally send
the results to be used at the next time step by its neigh-
bor. A much more thorough look at the correct dataflow in
the non-overlapping case, reveals the following interesting
property: If we dlightly modify the initial linear schedule,
then we could overlap some communication time with com-
putations. This means that, in each time step, the processor
should send and receive data that are not directly dependent
to the data computed at this step. A valid time execution
scheme would be for a processor to receive data from al
neighbors to use them at k& + 1 time step, send data pro-
duced at previous time step k£ — 1 and compute its results
(Fig. 4). In this case, every processor computes a tile, and
receives+sends data needed in next step or produced in the
previous one, respectively.

In Fig. 4 the overlapping scheduling is shown. Con-
sider, for example, processor P; at k time step: while it
makes the computation for a tile, it concurrently performs
the following: sends the results produced during & — 1 time
step and receives datafrom neighbors, to be used during the
computation of the next tile at k& + 1 time step. The out-
come of this schedule is to have successive computations
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Figure 4. Overlapping Time Schedule

overlapped with communication phases, thus 100% proces-
sor utilization. A more detailed description of this schedule
can befoundin [9] and [16].

If we consider the possibility to overlap computation
with communi cation using the advanced DMA features pre-
sented in §2.1, then we have the following scheme: A
processor first initiates all the non-blocking send opera-
tions and then performsthe actual atomic tile computations.
While the processor performs computations, the NIC is re-
celving datafrom neighborsand sends previously computed
data to others as well. Another aspect is that the invoca-
tion of DMA communication should be done in user level
(User-Level DMA). Furthermore, zero-copy communica
tions should be used, and finally, the software packetization
process involved in every communication must be avoided.

According to the previous properties, the total execution
time for the overlapping schedule, as deduced from Fig. 4,
isgiven by:

Toverlap =
P(tstart_dma + max(tcomp: tcomm_dma) + tsynchro):

@

where P is the number of execution steps of the resulting
algorithm. The time needed to initiate the DMA engine
iS tstart_dma, teomp 1S the tile execution time, ¢comm_dma
is the communication time which can be overlapped with
computation and ¢sy,.chro IS the required synchronization
time between successive time steps.

Since the concept of overlapping of actionsis crucid, it
should be noted that the actionsinitiated by a non-blocking
call are overlapped with the actions initiated by calls fol-

lowing the non-blocking call. On the contrary, a blocking
call implies no overlapping of actions, since afollowing call
can be initiated only after the blocking call has completed.

4 Application of the Overlapping Schedule to
SMP nodes

In the sequel, we shall generalize the overlapping sched-
ule proposed in [9] for a cluster of SMP nodes containing
more than one CPUs each. In order to mathematically sup-
port this generalization, we need to introduce the concept of
grouping transformation, which is a supernode transforma-
tion applied to tiles.

4.1 Grouping Transformation

We shall group together the tiles of ./ that will be con-
currently executed by the CPU’s of the same SMP node.
That is, we further apply an additional supernode transfor-
mation to the Tile space J°. Thus, from the Tile space J°
we produce the Group Space

J9 = {j¢;9 = |[HEj°],j° € J°}.

This grouping transformation is defined by the n x n non-
singular matrix HS. In correspondence to the tiling matrix
H [9], we call the n x n matrix H® as grouping matrix.
Each row-vector of H ¢ is perpendicular to one of the fami-
lies of hyperplanesthat define the boundaries of the groups
in JS. Then x n matrix P¢ = (H%)~! is called inverse
grouping matrix.
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Figure 5. Hyperplane grouping

Example 1: Let us consider a 2-dimensional Tile space
J* and a cluster of SMP nodes containing 2 CPUs each.
We want to assign al tiles along of the same dimension
ji to the same CPU of an SMP node. Since al CPUs
within a node have access to the shared memory, we are
assigning neighboring rows of tiles, which exchangedatato



the CPU'’s of the same node (Fig. 5). We seek for an ap-
propriate grouping transformation that will group together
the tiles that can be executed simultaneously by different
CPU’s. So, we shall group together the tiles included by
the grey areas in Fig. 5. The appropriate inverse group-
1 -2
0 2

call this grouping scheme as hyper plane grouping. On the
contrary, any other grouping scheme along a specific dimen-
sion, such as the one presented in Fig. 6, which can be more
easily deduced by intuition, will be called vertical group-
ing. Itisobviousthat thetiles grouped together by avertical
grouping scheme cannot be simultaneously executed unless
they are split into subtiles. Thus, additional synchronization
overhead isimposed due to subtile dependencies. S

ing matrix is P¢ = ] In the sequel, we shall
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Figure 6. Vertical grouping

4.2 Determining P“ according to the number of
CPU’swithin anode

Consider now the genera case, where we have an n-
dimensiona tiled Iteration space and a cluster of SMP
nodes, each with m processors inside. Our objective is to
assign the tiles of J° along of the 1-st dimension to the
same CPU of an SMP node. Let us assume that the natural
number m can be written asm = ms X m3 X ... X My,
where msy, ms,...,m, € N. Then, we select the inverse
grouping matrix and the corresponding grouping matrix to
be

1 —ms ... —mg,
G 0 ma 0
P~ = . ,
0 0 My
11 ... 1 @
0 L
HG — (PG)fl — m2
0 0 -

The maximum number of tiles contained inside agroup is
det(P%) = m, exactly equal to the number of CPU’sinside
each SMP node.

In order to provethat H ¢ defines alegal grouping trans-
formation, it suffices to prove that % D® > 0, where D*
is the dependence matrix of the Tile Space J° and that any
two tiles (5, 5" € ;<) within the same group are inde-
pendent. We have assumed (see §2.2) that the dependence
matrix D* contains only 0’s and 1's. Consequently, the
first condition is apparently valid. In order to prove the sec-
ond condition, we assume that the dependence matrix D
isequal to the unitary matrix. Evenif thereis a dependence
vector with more than one 1's, it is the sum of more than
one unitary dependence vectors. So it will be included in
the following proof as an indirect dependence:

If tiles j5, 75" € J5 belong to the same group ;¢ then
it holds that: |HYj5| = |[HYS'| = j5 +j5 + ... +
G5+ 5 =8 58+ 45+ 5" In addition,
if thereis adirect or an indirect dependence from j S to ;'
then it holds that 55" = j5 + 3" \id;, where \; € N
and d; isaunitary dependence vector. Thus, j 7 "= 37+ N
i=1,...,n. Therefore, theequality j & +j5+.. . +j5 | +
iS5 =5 435"+ .+ 5"+ j5 can be rewritten as
follows: Ay + Ao +...+ X, = 0. AsSAq,..., A\, € N, it
holdsthat A\; = ... = A, = 0. Consequently, thereis no
direct or indirect dependence between two tiles belongingto
the same group ;¢ € J¢ and dl tilesof agroupin J“ can
be computed simultaneously by the CPU’s of an SMP node.
Thus the above grouping transformation is valid according
to our algorithmic model.

Example 2: We have a cluster of SMP nodeswith 2 CPU’s
and a NIC each. We assume a 2-dimensional rectangular
Tile space J°. Let us assign the tiles along of the dimen-
sion j; to the same CPU, asindicated in Fig. 7 by the grey
arrows. The CPU’s of the same SMP node will undertake
two neighboring rows of tiles.
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Figure 7. 2D example

Then, during the time step t=0, the CPU-0 of the SMP
node0) computestile (0,0). During thetime step ¢t = 1 the
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CPU-0 of node0 computes tile (1, 0), while the CPU-1 of
the same SMP node computestile (0,1). Similarly, during
the time step t = 2 the CPU-0 computes tile (2, 0), while
the CPU-1 computestile (1, 1). At the same time, the data
computedintile (0, 1), which are necessary for the compu-
tation of tile (0, 2), can be sent to nodel. During the time
step t=3, the CPU’s of node0 can continue the execution as
above, while the CPU’s of nodel start executing the same
routine with the rows of tiles (x, 2) and (z, 3).

In order to construct a time schedule for this example,
we group together the tiles that should be concurrently
executed by the same SMP node. In particular, we per-
form grouping to the Tile space .J°, as indicated in Fig. 7
and derive the Group Space J“. The appropriate group-
ing matrices according to the formula (2) for this case are

¢ _ |1 —2 ¢ _ (pay-1 _ |11
pP¢ = | o, |ad HY = (P9) _[0 %}
In this way, tiles (1,0) and (0,1) which, as we have al-
ready mentioned, are simultaneously executed by the same
SMP node, are grouped together in j¢ = |H%(1,0)”] =
|HE(0,1)T] = (1,0)T. Similarly, tiles (2,0) and (1,1)
are grouped together in j¢ = (2,0)7. In Fig. 7 the time
step when each group will be computed is shown, together
with the time step where each data transfer will take place.
In Fig. 8, the corresponding Group Spaceis also shown.

Table 1. Execution steps of a 2-D example on
a cluster of SMP nodes with 2 CPU’s each
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In Table 1, we indicate the tiles of the Tile space J ° that
will be executed by each CPU of thefirst 2 SMP nodes dur-
ing a time step and their corresponding group coordinates.
It can be easily deduced that agroup j & = (5%, i) € J¢

will be executed during the time step ¢(;¢) = ;& + j§
in the SMP node j§'. Therefore the linear time scheduling
vector for thisexampleisII¢ = (1,1). 3

4.3 Linear time schedule of groups

In order to produce an optimal time schedule, we
assume that the Dependence matrix D° is equal to the
unitary matrix. Even if there is a dependence vector
with more than one 1's, it may be written as a sum of
unitary dependence vectors. So it will be included in
the following proof as an indirect dependence. Thus,
applying the above grouping transformation, the 1-st
column-vector of the Tile Dependence matrix D = I is
transformed to the vector d¢’ = HYdS = (1,0,...,0)7.
In addition, the j-th column-vector of the Dependence
matrix DS = I, j = 2,...,n, is transformed to the
vector d§' = HCd? = (1,0,...,0, ,0,...,0)".
This vector imposes the dependencies (1,0,...,0,
l=],0,...,0" = (1,0,...,0,0,0,...,0)"  and
(1,0,...,0, (ij],o,...,O)T = (1,0,...,0,1,0,...,0)
in the Group Space. Thus, the Dependence matrix of the
Group Space can be written as:

11 ... 11
0 1 0 0
D¢ = oo
00 ... 10
00 ... 01

We are searching for an appropriate linear time schedul-
ing vector TIY = (z{*, ..., 7%) such that each group j¢ €
J& is computed during the time step t = I1¢ ;. Consider
thelast (n—1) coordinatesof agroup indicating which SMP
node of the cluster will execute this group. Then the groups
i% =07, and ¢ = (G +1,55, ..., j<) will be
successively computed within the same SMP node. There
is a dependence between them, as indicated by thefirst col-
umn of D, but there is no need for a communication step
between their successive computation steps, because the
necessary data are already located in the local shared mem-
ory of the SMP node. Consequently, their time distance
¢;¢" —1%;¢ = 7 may beequal to 1. Thus7¢¥ = 1.
In addition, the i-th column of D (i = 2,...n) imposes
a dependence between the groups ;¢ = (5¢,..., %) and
3¢ =G+ 1,438,088 + 1,58, 55). These
groups are executed in neighboring SMP nodes, thus a
communication step is required between their computation
steps. It means that their time distance I1¢ ;¢ — 1€ =
7 + ¢ must be equal to 2. Consequently 7¢ = 1,
i=2,...,n. Sothevector 1% = (1,1,...,1) is selected
for the linear time scheduling of our Group Space J ©.

Notice that in [16],[9], for the single CPU pipelined
schedule, the T was (1,2,...,2) according to the UET-
UCT theory. In other words, the optimal overlapping sched-



ule could be achieved when we had equal computation to
communication times, so that all communication could be
hidden (overlapped) with the computation phase. Neverthe-
less, in the SMP case, presented here, the labeling of coor-
dinates of groups, that is the grouping transformation P ¢
slightly skews the space (see Fig. 7 and the resulting Group
Space in Fig. 8 the relative positions of groups (3,0) and
(3,1)), so the optimal overlapping schedule is achieved by
(1,1,...,1).

4.4 CPU Tile Assgnment

For node labelling reasons, consider that the available
SMP nodes formavirtual (n — 1)-dimensional mesh. Thus,
each node is identified by a (n — 1)-dimensiona vector.
Note, however, that it is not a physical layout restriction,
but a convention to give each node a unique tag. Then, the
last (n — 1) coordinates of a group indicate the SMP into
which it will be executed. The first coordinate affects only
the time of its execution. Thus, atile j° = (j7,...,j53),
belongingto group ;¢ = (5, ..., %), will be executed in

g 4]
node (55, ..., %) = (L% e Lgl—"nj).

Similarly, inside each SMP we consider a (n — 1)-
dimensiona CPU virtual mesh containing labels {cpu €
ZH0 < epup < mgi1,1 < @ < no— 1} Then,
a tile i = (j7,...,57) will be executed by CPU
(j$%oms, ..., j5%mn) of SMP node (|2 ],..., | x]).
So, apparently, only tiles with the same coordinate 5 will
be assigned to the same CPU of the same node. In addition,
note that if one of the inverse grouping matrix diagonal el-
ements m, equals to 1 then the corresponding coordinate
of the CPU identification vector can be omitted, as it will
always equal 0.

45 Generalization: Grouping along an arbitrary
dimension of J

If we want to assign the iterations along the i-th dimen-
sion of .J* to the same CPU of an SMP node, then it can be
similarly proven that the appropriate inverse grouping ma-
trix and the corresponding grouping matrix are

mi .. 0 0 0 .. 0
0 mi;—1 0 0 0
PG = —mi —mi—1 1 —Mmi41 . —Mnp y
L o 0 0 0 my

'm% 0 0 0 0 T
00
HY = 11 1 .01 , 3
0 0 0 !
mi41
L0 ... 0 0 0 ... o=

respectively, wheremy X ... Xm;_1 X Mig1 X ... XMy =
m. As previously, the time scheduling vector is
n¢ = (1,...,1). Inaddition, atile ;5 = (j7,...,j3)

belonging to group j¢ = (j%,...,5%), will be ex-

ecuted within node (j{,...,7%4,55%,,...,i5) =
i gi i H

(jls%ml, - 7«7'1'5—1%ml'—17ji5-|—1%mi+17 Cey ]s%mn) As

previously, if one of the inverse grouping matrix diagonal
elementsm, = 1,z # i then the corresponding coordinate
of the CPU identification vector can be omitted.

jS
2 node(0,1) node(1,1)

S
ISEN
w
N
>
[6)]
Y
S
W
’ o
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e ® 7

Js node(0,0) node(1,0)

Figure 9. 3D example

Example3: We have acluster of SMP nodeswith 2 CPU'’s
and a NIC each. We assume a 3-dimensional rectangular
Tile space J°. Let us assign the tiles along of the dimen-
sion j5 to the same CPU, asindicated in Fig. 9 by the grey
arrows. The CPU’s of the same SMP node will execute two
neighboring rows of tileswhich belong to the same j ¥ — 5
plane. In respect to the formula (3), we choose the grouping
meatricesto be

2 0 0 Lo o0
Pé=| 0 1 0|andHS=]0 1 0 |,

-2 -1 1 1 1 1
In Fig. 9 we show the grouping of tiles and when each
computation step and each communication step will be exe-
cuted. It can be easily deduced that agroup (j ¢, i, j$) €
J¢ will be executed in node (j, j$7) during the time step
t(j%) = j& + & + j§. Therefore, the linear time schedul-
ing vector for this exampleis 19 = (1,1, 1).



L et usassume that the rectangular Tile space has bounds:
J3mazs Where i is an even number. Then the bounds
of the corresponding Group Space will be 0 < ;& <

Jtmaz=l| — Jimas G S G
|_ P} J_ P _LOS.]Q S_.72maw_.1’0.§]3 S
Jinae + Jomar T J5mas — 3. During the first time step
t = 0, the group (0, 0,0) will be computed. During the last
.S
timestep t = imaz 4 958 4 g8 — 5, the group
S

(Jhgaw - 17j25maw - 17jigmaz +]25max +.]‘§maz - 3) will be

computed. Thus, the number of steps required for the com-
.S

pletion ofthealgorithmis P = mas 255 445 4,

4.6 Comparison

In this section we shall comparevertical grouping, which
isindicated in Fig. 6, with the proposed scheme of hyper-
plane grouping, which is shown in Fig. 6, 7 in the case of
a 2-dimensiona algorithm and a cluster of SMP's with 2
CPU’s each.

hyperplane

~3 [0 0000

~_ J [ ) 0000
(@) (b) © "

—x —

Figure 10. Splitting tiles in vertical scheme

As we have already mentioned, vertical grouping can-
not exploit the computational power of both CPU’s of our
SMP's unless we split each tile into smaller subtiles and
compute some of them in paralel, as shown in Fig. 10. Let
us assume that a CPU needs time « for the computation of
atilewith dimensions z, y (Fig. 10a). Consequently, it will
need time £ for the computation of arespective subtile with
dimensions -, ¥ (Fig. 10c). The subtiles which are created
can be computed by 2 CPU’sin N + 1 computational steps,
interleaved with NV synchronization steps, following an op-
timal linear time schedule (1, 1) asin Fig. 10c. If the aver-
age time consumed for the synchronization of 2 CPU’s of
an SMP node is tsynch_in, then the total time required for
the computation of apair of initial tilesis:

N+1
,8 = OCT + Ntsynch_in~ (4)

The time required for the computation of a pair of tilesis
minimized when

[e%

N=,/]—. (5)
tsynch_in
Therefore, the minimum value of 3 is Bpin = o +
2v/atsynch_in > Q.

If we consider an Iteration Space with size X x Y,
tiled with rectangular tiles with size x x y, (for example
in Fig. 6,5 we have £ = 10, % = 8), then we have the
following options:

1. Following the non-overlapping scheme (which can
be implemented using blocking calls) in combination
with vertical grouping, the number of time steps re-
quired for the completion of the algorithm is P =
X + 37 — 1. The minimum duration of atime step is
Bmintteomm, Wheret .o, isthetimerequiredfor the
communication between two SMP nodes. Thus, the
total time reqUiraj is Tblockingmertical = P(Bmzn +
tcomm) ~ (% + %)(ﬁmzn + tcomm)-

2. Following the overlapping scheme (which can be
implemented using non-blocking calls) in combi-
nation with vertical grouping, the number of time
steps required for the completion of the algorithm is
p=X4 % —2. According to theformulaT e riap =
P(tstart_dma + max(tcompatcomm_dma) + tsynchro)
(explained in [9]), if we set tcomp = DBmins
the minimum duration of a time step is
tstart_dma +max(ﬂmina tcomm_dma)+tsynchro- Thus,
the total time rmu”ed is Tnonfblockingmertical =
P(tstart_dma+mam(ﬁmin;tcomm_dma)+t5ynchr0) ~
(% + %)(tstart_dma + mam(ﬁmin;tcomm_dma) +

tsynchro)- If Bmzn Z teomm _dmas then

Tnonfblocking,vertical =~ (% + X)(tstart_dma +

Y
Bmin + tsynchro) .

3. Following the overlapping scheme in combination
with hyperplane grouping, the number of time
steps required for the completion of the algorithm is
P = %4‘%—2. Accordingto theformulaT,yeriap =
P(tstart_dma +maX(tcomp: tcomm_dma)+tsynchro)u if
weset teomp = a, theminimum duration of atime step
iS tstart_dma + mam(a, tcomm_dma) + tsynchro- ThUS
the total time required is Ton—biocking hyperplane =
P(tstart_dma + max(aatcomm_dma) + tsynchro) =
(% + %)(tsmrt-dma + maz(a,teomm_dma) +
tsynchro)- If « > teomm_dma, then
Tnon—blocking,hyperplane = (% + %)(tsmrt-dma +
a+ tsynchro)-

In most real problemsit holdsthat };—75’6 =A< 1. There-
fore, the overlapping scheme in combination with vertical
grouping is more efficient than the non-overlapping scheme,
in case that Bmzn Z teomm when teomm > %(tstart_dma +
Bmin + tsynchro). 1N addition, the overlapping scheme,
in combination with hyperplane grouping, is more efficient
than the overlapping scheme, in combination with vertical
groupi ng, when (% + %)(tstart_dma +a+ tsynchro) <

(% + %)(tstart_dma +a+2 lsynch_in + tsyn"’hm)' If



we consider tsiart_dma + tsynchro <K «, then, we get

9y [ loumehcin 5 A2 A oy i > a(2)7 Thisis
dueto thefact that, using vertical grouping, the pipelinefill-

ing is faster, while, using hyperplane grouping, the pipeline
throughput is faster. So, hyperplane grouping is preferable
when acomparatively great amount of computations should
be performed within each node. However, in any case, the
hyperplanegrouping hasthe advantage that it needs no extra
tiling inside each tile in order to exploit the computational

force of the CPU’s.

5 Experimental results

In [16] the pipelined schedule proposed in [9] was ap-
plied, using a cluster of single CPU nodes with Dolphin’s
PCI-SCI NICs. In this paper, in order to evaluate the pro-
posed methods, we now use a Linux SMP cluster with 8
identical nodes. Each node had 128M of RAM and 2 Pen-
tium 111 800 MHz CPU’s. The cluster nodes are inter-
connected with an SCI ring, using SCI Dolphin’s PCI-SCI
D330 cards. SCI NICs support shared memory program-
ming, either through PIO messaging or through DMA. We
are using the NICs' kernel-level DMA support for messag-
ing. Invoking kernel system calls, causes extra CPU cy-
cles overhead. However, we avoid extra copying from user
space to kernel space (physical memory) when using DMA
by allocating user level pages, which correspond to phys-
ically contiguous pre-reserved memory regions, for DMA
communications.

We performed several series of experimentsin order to
evaluate and compare the practical execution times of verti-
cal vs. hyperplane grouping schemes and blocking vs. non-
blocking schemes. The hyperplane grouping scheme, in
combination with non-blocking communication among the
SMP nodes resulted in the minimum total execution times.

Our test application was the following code:

for (i=1; i<=X; i++)
for(j=1; j<=Y; j++)
for(k=1; k<=Z; k++)
Afli]l [j] [kl=func(A[i-1]1[]] [k],
A[i] [j-11[k],A[i] [3] [k-11);

where Aisanarray of X xY x Z floatsand X = Y << Z.
Without lack of generality, we select as atile a rectangle
with ij, ik and jk sides. The dimension k is the largest
one, so al tiles along the k-axis are mapped onto the same
processor, as proposed in [9]. Each tile hasi, j dimensions
equal to z and the tile's “height” along k-axis equal to z.
There are £ tiles along of the dimensions i and j and Z
tiles along of the dimension k. Tile's volume is equal to
g = z%z, and since the number of available processors is
initially known, the only unknown parameter is z.

Table 2. Non-overlapping scheme
[ Thread 0: | Thread 1: |
foreach group assigned foreach group assigned
to node(i j) do{ to node(i,j) do{
receive from node(i-1,j)
receive from node(i,j-1)
compute._tile(i,j,k,CPUO)

receive from node(i j-1)
compute tile(i,j,k,CPU1)
send to node(i+1,))

send to node(i,j+1)
semaphore_post(sem._s2)
semaphore wait(sem.sl)

send to node(i,j+1)
semaphore_post(sem_s1)
semaphore_wait(sem_s2)

We applied both vertical and hyperplane grouping, us-
ing both blocking and non-blocking communication primi-
tives. For each exemplary Iteration space and each possible
tile height, we calculated the total execution time for the
above schemes. In order to implement these schemes we
used Linux POSIX threads with semaphores for the syn-
chronization among the processors of an SMP node and the
SISCI driver and libraries for the communi cation among the
SMP nodes.

First of al, as far as the implementation of vertical
grouping is concerned, we experimentally verified formula
(5), in order to find the optimal execution time for a cou-
ple of tiles by an SMP node. We assigned the computa-
tion of two tiles to the two processors of an SMP node and
measured their execution time in respect to the number of
subtiles into which each tile was cut, in order not to vio-
late the iteration dependencies. The experimenta results,
as long as the theoretically expected curve, are plotted in
Fig. 11. The theoretical plot was calculated using the for-
mula (4) with a ~ 69msec and t synen_in ~ 11lpusec. These
values were experimentally measured by running a simple
code fragment thousands of times and cal culating the aver-
age execution time. If we find the Nyest theoretical, that is
the point N where the theoretical minimum is achieved and
for this V we find the corresponding experimental overall
time, then the difference between this value and the exper-
imental minimum is less than 0,15%. So we can safely
use Nbest,theoretical as Npest. This can be Slmply jUgi'
fied as follows. If we consider a shift § NV of N, then the
shift of 3 will be 68 = —a% + tsyneh_inON. If
in this formulawe set N = Nyest theoreticar WE get that:

2

SN
) L . Therefore, the

5 (Nbest,theoretical

. - SN P o
Bmi 1+ 2+
men Npest,theoretical \/isynch_in

less the parameter ¢, ,ch_in iSiN comparison to «, the less
important the exact selection of N is. Intuitively, in the
extreme case, Where ty..h_in iS trivial, we could always
achieve the same results, no matter how fine grained the
parallelismis(i.e. for very large N’s). However, t synch_iniS
always considerableand cannot beignoredfor real life SMP
architectures.




0.095 - T T
: practical ---=--
theoretical ------

009 f

0.085 [+

0.08

Tile Execution Time (sec)

0.075

0.07

0.065
0

50 100 150 200 250 300

Number of pieces

350 400 450 500

Tile Execution Time (sec)

0.095 T
practical ---=--
theoretical ------

0.09

0.085 -

0.08

0.075

% \._ Theoretical Minimun:(79, 0.0705) i

0.07

Practical Minimurt:(58, 0.069;(79‘ .

0.065
0 50 100 150

Number of pieces

250

Figure 11. Vertical grouping - Tile execution time in respect to the number of slices atile is cut

Table 3. Overlapping scheme Implementation

[ Thread 0: | Thread 1:

| Explanation |

foreach group assigned to node(i,j) do{
trigger_interrupt to node(i-1,j)

foreach group assigned to node(i,j) do{

Inform “previous’ nodes:

trigger_interrupt to node(i,j-1)
wait_interrupt from node(i,j+1)

send_dma(node(i,j+1),data)

trigger_ interrupt to node(ij-1)
wait_interrupt from node(i+1,))
wait interrupt from node(i,j+1)
send_dma(node(i+1,j),data)
send_dma(node(i,j+1),data)

“1 am ready to accept data’
Wait until “next” nodes
are ready to accept data

Initialization of DMA transfer
to neighboring nodes

compute._tile(i,j,k,CPUQ)

compute.tile(i,j,k,CPUL)

wait_dma()

trigger-interrupt to node(i,j+1)
wait_interrupt from node(i-1,j)
wait_interrupt from node(i,j-1)

wait_dma()
wait_dma()
trigger_interrupt to node(i+1,j)
trigger_ interrupt to node(i,j+1)

wait interrupt from node(i,j-1)

Wait for DMA to complete

Inform “next” nodes:
“Your data has arrived”
Wait until “previous’ nodes
have finished sending data

semaphore_post(sem_s1)
semaphore_wait(sem_s2)

semaphore_post(sem.s2)
semaphore_wait(sem.sl)

Implementation of a barrier

@i,j+1) (i,j+1)

CPUO CcPU1

(--1.j) (i+1.))
j SMP node(i,j)

N R (Y

Figure 12. CPU communication directions

Once vertical grouping was implemented and pre-
cisely approximated with a theoretical formula, we im-
plemented both blocking and non-blocking communication
schemes.As far as the blocking communication scheme is
concerned, it was implemented using the pseudo-code of
Table 2. On the other hand, the non-blocking scheme was
implemented using the pseudo-code of Table 3, because
during each time step, every SMP node in the ij plane

with coordinates (i,j) receives from neighboring nodes
(¢ —1,7) and (i,j — 1), computes and sends to nodes
(i+1,47),(i,7+1) (Fig. 12). Sincethe send dma () cal is
not blocking, the computation of thetileswill be performed
concurrently with the transferring of data among the SMP
nodes. After the execution of wait dma (), it is assured
that both computation and communication are already com-
pleted.

The implementation of vertical and hyperplane grouping
was achieved by a proper compute tile(i,j,k,CPUz) proce-
dure. In order to implement vertical grouping we used the
pseudocode of Table 4. The number of subtilesinside atile
was selected according to the formula (5). Notice that, the
implementation of hyperplane grouping was much simpler
asitisshownin Table 4.

The problem was solved using various values of X =
Y and Z. For each schedule, we are interested in the
overall minimum execution time achieved at an optimally
selected tile height (see [16],[9],[11]). The experimen-
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Hyperplane Grouping

Vertical Grouping | mplementation

compute_tile(i,j,k,CPUO0):

compute_tile(i,j,k,CPU1):

foreach subtile of thistile do{
compute each iteration
of this subtile
semaphore_post(sem1)
semaphore_wait(sem2)

foreach subtile of thistile do{

semaphore_post(sem?2)
semaphore wait(sem1l)
compute each iteration
of this subtile
}

Hyperplane Grouping |mplementation

compute_tile(i,j,k,CPUO0):

compute_tile(i,j,k,CPU1):

compute each iteration of thistile

compute each iteration of thistile
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Figure 13. Experimental Results

tal results, shown in Figs 13,14, illustrate that in every
case non-blocking communication (overlapping schedule)
is preferable to blocking communication (non-overlapping
schedule) and hyperplane grouping is preferable to vertical
grouping. The lowest minimum is clearly achieved when
using hyperplanegrouping in combination with overlapping



schedule, in all cases.

As far as hyperplane grouping, in combination with
non-blocking communication, is concerned, according to
our scheduling theory, as in Example 3, the number of
time steps required for the completion of an experiment is
P(z,y,z) = 5% + 2 + Z — 4. Thus, according to the
formula(l), Tnonfblockingﬁyperplane = (% + % + % -
4)(tstart_dma + teomp + tsynchro). Thisformulawas used
to produce the theoretical curves of Figs 13, 14 with values
tstart_dma + tsynchro = 100/14860 and tcomp = mZZtcomplu
where t.,mp1 is the execution time of asingle iteration and
it was measured equal to 39, 6nsec.

It can be easily verified from Figs 13,14 that the graphs
of the theoretical model are very close to the correspond-
ing experimental graphs not only at the desired minimum,
but along the whole graph. Thus, the theoretical model of
scheduling is strongly verified by the experimental results.

6 Conclusions- Future Work

In this paper we presented a novel approach for the time
scheduling of tiled nested loops on a cluster of SMP nodes
using advanced features (DMA, Zero Copy) of latest com-
munication architectures. We minimized the total execu-
tion time by overlapping the computation with communi-
cation (asin [16],[9]). In addition, we achieved the maxi-
mum CPU'’s utilization with a proper grouping transforma-
tion. What remains open is an analytical computation of the
parameters m, ..., m, Of our grouping matrix according
to theinitial space shape and communication minimization
criteria. Furthermore, astudy on the use of multi-NIC SMP
nodes can be carried out.
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