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a b s t r a c t

In this paper, we describe a service-oriented middleware architecture for Grid environments which
enables efficient datamanagement. Our design introduces concepts fromPeer-to-Peer computing in order
to provide a scalable and reliable infrastructure for storage, search and retrieval of annotated content.
To ensure fast file lookups in the distributed repositories, our system incorporates a multidimensional
indexing scheme which serves the need for supporting both exact match and range queries over a group
ofmetadata attributes. Finally, file transfers are conducted using GridTorrent, a grid-enabled, Peer-to-Peer
mechanism that performs efficient data transfers by enabling cooperation among participating nodes and
balances the cost of file transfer among them. The proposed architecture is the middleware component
used by the GREDIA project, in which both media and banking partners plan to share large loads of
annotated content.

© 2008 Elsevier B.V. All rights reserved.
1. Introduction

Due to the explosion of network technologies and the impres-
sive growth in the performance of computing systems, there is
an increasing trend to apply high-performance and cluster-based
techniques in completely distributed environments. One challenge
is to achieve maximum utilization of idle computational cycles.
Another challenge is to establish a global-scale data management
scheme providing the required protocols and algorithms for shar-
ing, searching and transferring data among geographically dis-
tributed resources.
Grid computing [1] focuses on studying distributed infrastruc-

tures, where users share geographically distributed resources inte-
grated under a commonmiddleware. It adopts the principles of the
software model called Service Oriented Architecture (SOA) and pro-
vides seamless access to services deployed in a distributedmanner.
The basic characteristic of these systems is the existence of explic-
itly defined rules and policies to enable flexible, secure and coordi-
nated resource sharing among dynamic virtual collections of users,
named Virtual Organizations (hence VOs).
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Another form of distributed computing is expressed by Peer-
to-Peer (hence P2P) computing, which deals mainly with the
sharing of large amounts of data over the network. Many P2P
applications already exist for file sharing among an increasing
number of users, gaining interest in the large Internet and
scientific community. These applications are characterized by
their decentralized nature and their unsupervised operation
dynamically adjusting to node arrivals and departures. The above-
mentioned features contribute to extensibility, resilience to faults
and higher system availability. However, the distributed nature
of P2P systems and the lack of centralized structures require
an efficient object location mechanism. This mechanism should
be capable of adapting to changing network topologies, while
maintaining high lookup performance. Thus, much effort has been
placed to the development of indexingmethods for efficient search
mechanisms.
As mentioned above, the peers in a P2P system are organized

dynamically and without the existence of centralized structures.
Anonymity is also another important issue in such systems as far
as the identities of resource providers and information requesters
are concerned. These features seem contradictory to the ‘‘strict’’
structure of Grid systems, which takes into account administrative
and organizational boundaries. However, there is a growing trend
of introducing P2P techniques and algorithms for efficient data
management in Grid environments. Existing services, such as
the Data Transfer service, responsible for file transfers among
nodes (e.g., using the GridFTP protocol) or the Replica Location
Service (RLS), keeping track of the physical locations of files,
can be designed and developed according to the P2P philosophy.
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These enhancements lead to more scalable, fault-tolerant and self-
organized solutions.
Our target applications require the management of annotated

multimedia content. Information from multimedia applications
bombards our daily life and is produced by themajority of scientific
and business applications. Large amounts of audiovisual data are
becoming available on the World Wide Web, in broadcast data
streams, in personal and business databases. However,multimedia
files contain a lot of information that is difficult to organize. Thus,
their utility depends on the existence of efficient mechanisms for
discovery, filtering and managing this type of content.
In this paper, we present a service-oriented middleware

architecture for data management in Grid environments. The
provided services enable the efficient search, discovery and
transfer of annotated multimedia content. The annotations are
either provided by the user or generated automatically by the
system.
Searches for the stored content are supported at two different

levels. At the first level, a user can perform advanced searches
over the annotations based on a predefined metadata schema.
At the second level, a data item can be searched according to
its unique identifier, which is stored in a distributed catalogue,
containing mappings of unique identifiers of files to their physical
locations. The search facilities are accommodated by P2P overlays
using Distributed Hash Tables (hence DHTs). Lookup operations
for specific data items benefit from the structure of DHT systems.
However, their utilization is more complicated and costly as far as
queries for range values and multiple attributes are concerned, in
terms of messages and maintenance effort required by additional
indexing mechanisms. To support the processing of complex
queries, we have proceeded in modifications of the placement of
data and the query routing in DHTs.
The proposed data transfer mechanism combines the cooper-

ative sharing enforced in the BitTorrent protocol [2,3] with the
GridFTP [4] protocol used in Grid environments. Despite improve-
ments in theGridFTP protocol, it remains a centralizedmechanism,
unable to cope with flash crowd situations, when the number of
potential clients and the volume of data increase. The allocated
bandwidth to each data transfer in progress depends on the num-
ber of active connections in the GridFTP server, which becomes the
bottleneck of the system. This transfer mechanism cannot take ad-
vantage of the already transferred data pieces among the partici-
pating nodes. In that case, nodes having completed the download
of a data piece are unable to serve this piece to other nodes asking
for it. The proposed scheme is based on the BitTorrent protocol, al-
lowing the concurrent download of file pieces from several storage
nodes while uploading the already downloaded ones as well. All
participants cooperate in sharing data already transferred to them
and aggregating their bandwidth optimizing the overall transfer
rate.
Our design is completely decentralized, requiring no form of

centralized communication among different types of services. Our
middleware provides transparent services for efficient data search,
discovery and transfer of annotated content. Our interest in the
proposed architecture is based on the belief that it would provide
users manipulating such content with the necessary services to
build a promising Grid infrastructure, while it can be integrated
with other systems and existing middlewares.
The rest of the paper is organized as follows: Section 3 addresses

some general issues and requirements regarding the design of
a large-scale system intending to manage annotated content.
Section 4 presents an overview of the proposed architecture.
Section 5 introduces a multidimensional scheme for metadata
search. In Section 6, the implementation of a distributed DHT-
based catalogue is analyzed. Section 7 describes a data transfer
mechanism based on the BitTorrent protocol. Section 8 refers to
the sequence of logical operations during insertion and search
of data. Finally, Section 9 refers to some issues occurring during
the implementation phase and Section 10 contains concluding
remarks as well as outline directions for future research, involving
possible extensions of our work.

2. Related work

Data Grids are wide-area distributed infrastructures of hetero-
geneous resources capable of managing immense amounts of data.
The core services for accessing heterogeneous storage resources,
storing, transferring and searching large datasets are described
in [5].
A fundamental building block of the Data Grid architecture is

the data transfermechanismamong storage nodes. The established
protocol is GridFTP [4], a protocol defined by the Global Grid
Forum and adopted by the majority of the existing middlewares.
GridFTP extends the standard FTP protocol including features like
Grid Security Infrastructure (GSI) [6] along with third-party control
and data channel. A more distributed approach of the GridFTP
service attracted the attention of the Grid community leading to
the Globus Stripped GridFTP protocol [7], included in the current
release of Globus Toolkit 4 [8]. The new features added to the
GridFTP protocol support transfers of data striped or interleaved
across multiple servers, partial file transfers and parallel data
transfers using multiple TCP streams. However, the GridFTP
protocol remains a centralized mechanism accommodating only
server–client data transfers. This fact implies that a limit exists
for concurrent transfers and GridFTP is unable to cope with flash
crowd situations.
In Data Grids, the availability of data and the efficiency of

data transfers depend on the number of existing file copies. These
copies are called replicas and are distributed among resources.
The physical instances of a file are located by the Replica Location
Service, which interacts with a Replica Catalogue containing
mappings between Logical FileNames (LFNs) and Physical FileNames
(PFNs). The main drawback of the initially implemented RLS
architecture was its centralized structure, which posed limitations
to the scalability and the resilience of the system. Efforts on
distributing the cataloguewere the consequent step. They resulted
in Giggle (Giga-scale global location engine) Framework [9,10],
the most widespread solution currently deployed on the Grid
concerning the management of replicas. It deploys an RLS
architecture consisting of several global and local services in a
multi-tier hierarchy. Giggle utilizes Local Replica Catalogues (LRCs),
maintaining mainly mappings of LFNs to PFNs across a site,
and global Replica Location Indices (RLIs) maintaining information
about the catalogues and the associated LFNs. However, the
updates in the LRCs induce a complex and bandwidth-consuming
communication scheme between LRCs and RLIs.
The existence of efficient Metadata services plays an important

role in data publishing and searching. In [11], Deelman et al.
emphasize the need for services responsible for handlingmetadata
descriptions of data objects. Their claim is being justified by
real use cases from the scientific community. They introduce
a Metadata Catalogue Service (MCS) implemented on top of a
database. The scalability of the system relies on the extension
of OGSA-DAI [12] to interact with the MCS. Nevertheless, the
centralized metadata servers remain the bottleneck of the system,
when the number of metadata and performed searches increase.
On the other hand, the P2P approach provides a scalable

alternative solution to the conventional server–client approach.
Depending on their structure, P2P systems are divided into
three categories, namely structured, unstructured [13,14] and
hybrid [15,16]. The model followed to build a structured overlay
is the construction of a Distributed Hash Table (DHT), as in overlays
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of Chord [17], Pastry [18], Kademlia [19], CAN [20], etc. Data items
and nodes are assigned a unique identifier (ID) called key, which is
usually generated by a hash function applied over their contents
and addresses respectively. Keys are used during insertion and
lookup of data items in the DHT overlay. During an insertion, a
data item is forwarded among the nodes of the overlay, so as to
be stored in the node with the closest ID to its key. The notion of
distance is defined by a metric specified by the P2P protocol. The
main advantage of DHT-based systems is that if a key exists in the
overlay, their lookup algorithm guarantees to find it. The lookup
cost is bounded to the logarithm of the search space, namely the
number of nodes participating in the overlay.
An approach followed to predetermine data placement is the

utilization of Locality Preserving Hash Functions. The generation of
IDs based on Space Filling Curves (SFCs) falls into this category,
since indexing methods based on SFCs map points from a
multidimensional space into one dimension, while they tend to
preserve locality. In Squid [21] and SCRAP [22], the set of attributes
describing data items are considered to form a d-dimensional
space. Each combination of their values represents a point in this
space. The key to be used in the DHT is produced by the mapping
of the point in a single dimension based on an SFC, such as the
Hilbert curve or the Z-curve. Multidimensional indexing with SFCs
is introduced in the CISS framework [23] as well. The Hilbert curve
has been chosen by the authors due to its clustering properties.
The critical point in using an SFC-based as a hash function is the
consequences regarding the load balancing of the system.
In traditional DHTs, keys are produced randomly by a crypto-

graphic hash function and thus distributed uniformly to all nodes.
SFCs preserve locality by placing in close nodes data with similar
attributes, against the uniform distribution of load among nodes.
To avoid imbalance, Squid relies on the fact that the d-dimensional
keyword space is sparse and so the data items are assigned to
peers roughly in the same way. SCRAP faces this problem with
Skip Graphs [24], a popular solution for range queries in DHTs. The
authors of CISS propose that nodes which are heavily loaded can
deal with the problem locally by giving part of their key ranges
to their neighbors or globally by finding a lightly loaded node in
the system.
Towards the efficient processing of complex and range queries,

additional indexing mechanisms have been proposed. These
structures are usually distributed trees formed with indices
maintained among the nodes of the overlay. This is the case
for the distributed tries introduced in [25–27]. Tries are prefix
trees suitable for storing and processing strings. They are used
for searching key ranges according to their common prefix.
The Prefix Hash Tree, [25] is a distributed trie indexing binary
strings based on their common prefix. The entire keys are stored
in leaf nodes, which are mapped onto peers of an underlying
DHT. The P-Grid [26] incorporates the trie structure in the
routingmechanism of the proposed overlay. TheDistributed Lexical
Placement Table (DLPT) [27] is a dynamically constructed trie for
indexing, enabling service discovery. Another similar approach
for supporting complex queries in a large-scale distributed
environment is the IMAGINE-P2P platform [28], which forwards
the queries to be processed along semantic paths of an index. A tree
index is constructed on top of a semantic overlay which contains
semantic relationships among data items stored in a Chord DHT.

2.1. The Kademlia DHT overlay

The DHT-based overlays in our architecture are implemented
with a modified version of the Kademlia protocol [19]. Both data
items and nodes are assigned unique identifiers from a unified
address space. Items to be inserted in the DHT are (key, value)
pairs, where the value is the data item to be stored to the node
with the closest ID to the key. The notion of distance between
points in the identifier space is defined by the XOR metric. The
Kademlia protocol locates data items based on their keys, only
if these keys are known in advance. The query messages are
routed in the overlay according to the information that each node
maintains for other peers. This information is acquired by the
messages that a peer receives. The symmetric feature of the XOR
metric allowsKademlia participants to receive lookupqueries from
roughly the same distribution of nodes in their routing tables.
Kademlia appears as an appropriate selection due to its simple
routing table structure and its consistent algorithm throughout the
lookup procedure.
The basic RPCs of the Kademlia protocol are:

FIND_NODE: This operation returns the kappa closest nodes to
the target ID that the recipient node is aware of, where
kappa is a system parameter.

FIND_VALUE: When a node of the Kademlia network is instructed
to lookup a value in the network, it issues α parallel
queries (FIND_VALUE) to the closest nodes it is aware
of. A reply will be the value or routing information in
the form of even closer nodes to the target key. The
process continues until either the value or the kappa
closest nodes to the target key are found. The system
wide parameter kappa also specifies the number of copies
maintained for each data item, and controls the size of
routing tables in peers. Both α and kappa variables are
set at each participant node and affect only local service
performance.

STORE: At first, the node initializing the STORE operation
calculates the key for this data item, usually a hash
over its content. Then, it searches the network in several
steps, until the closest nodes to that key are discovered.
Afterwards, the data item is stored in these nodes.

PING: This RPC probes a node to see if it is online.

3. Challenges and requirements

The design of a generic middleware for efficient search and
retrieval of annotated content in a distributed Grid environment
has been largely motivated by the requirements posed by
the GREDIA research project [29], supported by the European
Committee. GREDIA’s main objective is the development of a
Grid application platform, providing high level support for the
implementation of Grid business applications through a flexible
graphical user interface. This generic platform will facilitate the
provision of business services, which mainly demand access and
sharing of large quantities of distributed annotated numerical
and multimedia content. Furthermore, the GREDIA platform will
exploit Grid technologies to enable access to the distributed
content bymobile devices. A user may access the platform in order
to upload content or perform searches.
The design and the implementation of such systems face

several challenges. The most crucial one is the development of
a distributed architecture for managing large amounts of data
stored in geographically distributed resources. The efficiency of the
system should not decline when the amount of stored data and the
number of performed operations increase. The system should scale
well, providing reliable and concrete services.
Regarding the publishing and discovery of content, the users of

the system should be able to perform both exact match and range
queries. The answer to a range query concerns a group of data
having a common characteristic. For example, a user may ask for
a data item specifying its author, subject and requiring its creation
to be within a specific time interval and results satisfying this
criterion should be returned.However, it is difficult to handle range
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Fig. 1. Overview of the proposed architecture.
queries without centralized catalogues for indexing. Provisions
should be made so that range queries are processed by a small
number of nodes.
Finally, the deployment of a unified framework accessing

heterogeneous resources and transferring large amounts of data
is very challenging. Bandwidth limitations should be considered,
especially when a node has to serve multiple concurrent requests
for popular files.

4. Architecture

The proposed architecture deals with data management in
a distributed environment consisting of resources belonging to
different Virtual Organizations. A main characteristic of this
environment is the heterogeneity of resources in terms of
computational power, storage capacity and bandwidth. Resources
with different features, for example laptops, desktop computers,
dedicated servers or even mobile phones, may participate in this
platform. Moreover, we assume that some resources may remain
off the system for long periods of time. Therefore, the design
should cope with node arrivals and departures to provide a robust
operation.
The proposed architecture is layered and comprises of three

different overlays, as shown in Fig. 1. These overlays are:

• The Storage overlay, where the multimedia content is stored
and the data transfer mechanism is implemented. The nodes in
the Storage overlay act as file servers and should provide the
corresponding services persistently.
• TheMetadata overlay, where the metadata description of each
file is stored and retrieved. This overlay provides a powerful
searchmechanism supporting not only exactmatch queries but
range and complex queries as well.
• TheDistributed Replica Location Service overlay (henceDRLS),
whichmaintains a list of useful information needed during data
transfers in the Storage overlay. This overlay also acts as a link
to correlate metadata descriptions to their corresponding data.
It implements a distributed catalogue containing mappings of
Unique IDentifiers (UIDs) to the physical locations of data files
represented by Physical FileNames (PFNs).
Each node of the platform is allowed to participate in more
than one overlay depending on its available storage space and
the services it can host. The Metadata and the DRLS overlays
are implemented according to the Kademlia protocol. Nodes with
close IDs in the ID space are considered neighbors without being
physically close as well. As shown in Fig. 1, each overlay interacts
with the corresponding clients and the other overlays through
Grid services. These services are the Data service and the Metadata
service, deployed in the nodes of the Storage andMetadata overlays
respectively.
Multiple overlays introduce extensibility and robustness to the

system. The implemented services of each overlay are autonomous
entities. The goal of our design is to provide portable and flexible
services, which can be used either to accomplish a specific purpose
or integrated in a more generic middleware. The interaction
with other services occurs through well-defined interfaces. The
execution of the services is transparent to the user, who only needs
to know an endpoint to the provided service and not its various
instances.
The data items handled in our system can be divided into two

categories, namely the data files and the metadata files. A data
file contains the actual content, which is stored and replicated in
the Storage overlay. Each data file is described with attributes of
a predefined metadata schema and their values are included in
its metadata file. The metadata files are stored in the Metadata
overlay, in different nodes from their data files. The link among
these files is the UID attribute. The value of this attribute is the
hash of the data file’s content and is included in its metadata file.
The DRLS overlay plays an important role, since it contains the
mappings of UIDs to the physical locations of data files. Given a
metadata file, a lookup operation for its UID in the DRLS overlay
should bemade in order for the corresponding data file to be found.
The DRLS DHT stores (key, value) pairs, where the key is the UID of
the data file. The value is anXML file containingmainly the physical
locations of replicas.
These overlays store data belonging to users of different Virtual

Organizations (VOs). We assume that the authorization process is
carried out by another middleware component, which is beyond
the scope of the described middleware services. This component
rephrases the user’s query according to his/her VO membership.
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The result is that a data file can be stored or searched in a storage
node, only if the user is granted the appropriate permissions in the
node that his/her request arrives.

5. Exploiting a multi-dimensional indexing scheme in the
metadata overlay

The Metadata service hosted by the Metadata overlay provides
a search mechanism for the stored annotations of the multimedia
content. Each data file is described by a set of metadata attributes.
These attributes follow a predefined Metadata schema designed
according to the needs of the users. The annotations are included
in the metadata files. For example, an image can be tagged with
attributes such as title, location, topic, keywords, creator name,
duration, date, format, size. Some of these attributes (size, format,
type, date) can be automatically completed by theMetadata client.
The rest of them are filled in by the owner of the image or other
authorized users through a Web form. We consider that only the
most important attributes of the defined schema are indexed, in
order to reduce the complexity of the indexing method and limit
the search space for faster results.
Our approach to support multiattribute queries in the DHT is

based on properties of SFCs. An SFC continuously maps a compact
interval to a d-dimensional space. SFCs preserve locality, so that
close points in the one-dimensional space are mapped to close
points in the d-dimensional space.
The SFCs are utilized in the Metadata overlay in order to

influence the data placement in the DHT without changing the
routing algorithm of the Kademlia protocol. Our goal is metadata
files with relative attributes to end up, with higher probability, in
nodes with close IDs, so as to reduce flooding over the network for
range queries.
In our multidimensional indexing scheme, we consider that the

set of d attributes to be indexed forms a d-dimensional space.
Each point in this space represents a combination of values for
these indexed attributes. The points of the d-dimensional space
are mapped down to a single dimension by the SFC component,
which utilizes the Hilbert curve or the Z-curve. The result is the
partitioning of the d-dimensional space into cells, which in turn are
assigned an integer and mapped to points on a single dimension.
A basic property of SFCs is their recursive generation. The

number of recursions is indicated by the factor k called the
approximation order. This factor defines the number of space
partitions and thus the precision of the algorithm. For example,
in the Hilbert SFC case the d-dimensional space is subdivided
into 2d cells filled in by the First Order Curve initially, where k
is considered to be equal to one. In the next recursion, each cell
is subdivided 2d more times and is filled in by the Second Order
Curve. The same procedure is repeated until the k-th Order Curve
is generated.
The derived values in the single dimension represent the keyset

of the Kademlia-based DHT overlay. Each key is kd bits long and
each node in the overlay manages data mainly in contiguous
ranges of the SFC. We decided that the most appropriate SFC
to consider for our case is the Hilbert SFC, since it appears to
present the best clustering properties [30,31]. The Hilbert SFC can
be approximated in a higher order by a combination of First Order
Curves appropriately oriented.
The SFC component executes the following operations:

Find_SFCID: Maps the coordinates of a point in the d-dimensional
space into its position in the SFC.

Find_Coordinates: Maps a point in the SFC to its coordinates in
the d-dimensional space.

Traverse_SFC: Produces the SFC recursively enumerating the
points of the d-dimensional space by transversing the SFC
in order to find adjacent points.
The mapping of a point in the d-dimensional space to its
position in the SFC and vice versa is not simple and the
difficulty increases analogously to the number of dimensions.
The generation of the SFC can be performed non-recursively by
using circular shift and exclusive-or operations on bytes according
to the Butz algorithm [32]. Based on this algorithm, we have
implemented the mapping procedures from the d-dimensional
space to one dimension and vice versa. The traversal of the SFC is
done by generating the curve recursively.
The search of a metadata file requires knowing the exact key

used during the insertion of the metadata file in the DHT. This
knowledge is acquired by using the SFC component. Therefore,
the values of the indexed attributes for the searched metadata
file are given as input to the algorithm that maps them to the
corresponding key. The output is the SFC ID which is the key
used during the insertion phase of the specific metadata file. The
insertion of metadata file is described in Algorithm 1. The node
instructed to lookup the specific metadata file using its key in the
network issuesα parallel queries to the closest nodes it is aware of.
A reply will be themetadata file or routing information in the form
of even closer nodes to the respective key. The node continues the
process until the metadata file is found or all kappa closest nodes
to the key are contacted.

Algorithm 1 Insert Metadata File
AttrsToIndex⇐ Parse(metadatafile)
key⇐ Find_SFCID(AttrsToIndex)
Add UID to the metadata file
STORE(key,metadatafile)

The answer to a query might be a metadata file with a specific
key or metadata files with keys inside one or more key ranges,
depending on the type of the query. A single key is used to lookup
a metadata file for an exact match query, if the user searches for
a specific combination of the indexed attributes. The processing
of a non exact match query consists of two consecutive phases.
In the first phase, clusters of SFC points corresponding to keys
of metadata files answering the query are determined. In the
next phase, lookup operations for these cluster(s) start. Lookups
for key ranges require the modification of the Kademlia protocol
and mainly of the FIND_VALUE and the FIND_NODE operations.
Assuming that churnwill not be an issue for our target applications,
each node is aware of the next node with the closest ID in the
network andmaintains an index towards it. Each time that a query
for a key range arrives at a node, it scans its keys and replies with
metadata files inserted with keys included in the key range. If
the node is responsible only for a subrange, then it forwards the
query to the next node. The forwarding of the query continues
until objects within the key range are retrieved. The steps of the
described search procedure are presented in Algorithm 2.
The number of bits used for value encoding in each dimension is

equal to the approximation factor.We consider that there are three
categories of attributes to be indexed: numerical, categorical and
string attributes. For numerical types such as date, size, duration,
we use their bit representations as input to the SFC component.
The categorical attributes can be easily encoded due to the fact that
the number of different values is limited. For string attributes, we
use a hash function to map them into the available value ranges.
A special case of string attributes is keywords. Our goal is to allow
a user to describe a file with keywords without restricting their
number. Moreover, keyword searches are themost popular in such
platforms and the search mechanism should provide fast replies.
For these reasons, we have decided not to include the keywords
in the dimensions of the SFC scheme. Each keyword is hashed
and inserted in the Metadata overlay separately, as the key of a
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Fig. 2. Inserting and searching a metadata file in theMetadata overlay.
Algorithm 2 Search
if query is a exact match query then
key⇐ Find_SFCID(Indexed_Attr)
lookup key

else
find key_ranges
for each key_range do
node⇐ lookup(key_range)
search(node, key_range)
if node is NOT responsible for the whole range then
forward the query to the next node and repeat if it is
needed until the range is covered

end if
end for

end if

(key, value) pair, where the value is the SFC ID produced by the
SFC component. Therefore, queries for keywords can be answered
directly with simple lookup operations in the DHT.
An example of insertion and search of a metadata file is shown

in Fig. 2. The XML file contains a metadata description with three
attributes to be indexed. The author is a string attribute, while the
topic is considered to be categorical. The date is parsed, so that its
numerical representation is to be used. The XML file is enhanced
with the UID of the data file as well. The values of the three
attributes to be indexed are given as input to the SFC component.
The produced SFC ID is used as key to store the XML file in the
proper node of theMetadata overlay. In order to search the specific
metadata file, the values of the author, topic and date attributes
should be given to the SFC component. The output is the SFC ID of
the metadata file. The lookup operation of the Kademlia protocol
is used for this SFC ID, so that the metadata file is to be found.
In DHT-based systems, the even distribution of load among

nodes is critical for the performance of the system. Traditional DHT
systems deal with this problem by using a hash function in order to
achieve random generation of keys. The random hashing for node
IDs means that each node is responsible for just a small interval
of the address space (between itself and the next node), while the
random mapping of items means that roughly the same number
of items get IDs belonging to the interval of the address space
owned by each node. On the other hand, the multidimensional
indexing based on SFCs aims to preserve locality. This feature
and the heterogeneity of nodes in terms of storage capacity and
bandwidth have negative impact on the load distribution. To deal
with this problem, we intend to implement a solution based
on virtual servers, proposed in [33]. A virtual server acts like a
physical node: it is responsible for a contiguous portion of the
DHT’s identifier space, thus for all data items whose IDs fall
into that portion. Moreover, it is a single entity, meaning it has
its own routing table. A physical node can host multiple virtual
servers, thus it owns multiple, non-contiguous intervals of the
identifier space. Load balancing will be achieved by physical nodes
exchanging virtual servers in order to lighten their burden. When
a physical node is overloaded by virtue of available storage space
or bandwidth, it may move one or more of its virtual servers to
another, underloaded physical node.

6. A distributed replica location service

The DRLS overlay implements a Distributed Replica Location
Service [34] using a DHT by correlating its inherent (key, value)
pairs to (UID, XMLwith PFNs) mappings. Every data file is assigned
with a UID, which is considered to uniquely identify the file in the
system. The UID is included in the metadata file as well and links
the metadata description to the actual data.
The main problem associated with the usage of a DHT to store

replica locations lies in the difficulty of the P2P network to handle
mutable data. Each (key, value) pair is stored to nodeswith IDs close
to the keys and cached around the network. Therefore, it is difficult
to ensure in a given moment that all replicas have been informed
of the existence of a new version during an update procedure.
While this may seem sufficient for storing read-only files, it is not
adequate to serve the needs of a Replica Location Service in a grid
environment. Update operations are necessary for storing replica
locations, since the PFNs of files could change frequently. For this
reason, there should be a way for propagating the modifications
throughout the network as soon as possible.
In order to establish a scheme that enables the handling of

mutable data, we take into account the fact that peers of a DHT
may distribute data in numerous peers of the system. There is a
significant probability that upon subsequent queries for the same
key, at least one of the updated ones will be contacted, if a value
is changed in one of these nodes. Nevertheless, node arrivals and
departures may result in unpredictable differentiations in storage
relationships between data items. As a consequence, lookups
should always query all nodes responsible for a specific (key,
value) pair, compare the results based on some predefined version
vector (indicating the latest update of the value) and propagate the
changes to the found nodes, which have not been up-to-date with
the latest value yet. This requires that the algorithm for locating
data items does not halt when the first value is returned, but
continues until all available versions of the pair are returned. The
querying node will then decide which version to keep and send
corresponding store messages back to the peers that seem to hold
older or invalid values. Updates can therefore be implemented
through the predefined set operation and version checking can
also be done by nodes receiving store commands. The latter should
check their local storage repositories for an already present (key,
value) pair and keep the latest version of the two values in case
of a conflict. The version of a (key, value) pair is determined by a
timestamp indicator.
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Fig. 3. GridTorrent architecture.
Our modified lookup algorithm works in a way similar to
the FIND_NODE loop of Kademlia, originally used for storing
values in the network. We first find all closest nodes to the
requested (key, value) pair, through FIND_NODE RPCs, and then
send them FIND_VALUE messages. The querying node checks all
values returned, finds the most recent version and notifies the
nodes having stale copies of the change. Of course, if a peer replies
to the FIND_VALUE RPC with a list of nodes it is marked as not up
to date. When the top kappa nodes have returned a result (either
a value or a list of nodes), we send the appropriate STORE RPCs.
Nodes receiving a STORE command should replace their local copy
of the (key, value) pair with its updated version. Storing a new
key in the system is done exactly in the same way, with the only
difference that the latest version of the data item is provided by
the user. Moreover, deleting a value equals updating it to zero
length. Deleted data will eventually be removed from the system
when it expires. Updating the mappings is an atomic operation,
i.e. it happens immediately after the responsible peer receives the
original update. Thus, there exists only a single version each time.

7. GridTorrent: A data transfer mechanism for the storage
overlay

The purpose of this layer is to provide a data transfer
mechanism that effectively deals with large and concurrent file
uploads and downloads, even when numerous requests rely
on a single data source, maximizing bandwidth utilization. The
proposed solution, GridTorrent [35], constitutes a decentralized
approach, that, unlikeGridFTP, takes advantage ofmultiple replicas
to boost aggregate transfer throughput.
GridTorrent is an implementation of the popular BitTorrent

protocol designed to interface and integrate with well-defined
and deployed Data Grid components and protocols (e.g. GridFTP,
RLS). Just like BitTorrent, GridTorrent is based on P2P techniques,
that allow clients to download files from multiple sources while
uploading them to other users at the same time, rather than
obtaining them from a central server. By dividing files into
fragments, GridTorrent can combine the best out of the two
protocols:

• It exploits BitTorrent’s peer and fragment selection, thus
providing an optimized data transfer service.
• It takes advantage of the striped version of GridFTP protocol, as
it has the ability to directly communicate with GridFTP servers,
thus being backwards compatible.

In short, GridTorrent works as follows: A request to GridTorrent
for a file triggers a query to the DRLS overlay. This procedure
is repeated periodically, in order to detect any changes in the
locations of file replicas or of any joins or departures of nodes.
The file can be located in GridFTP servers or GridTorrent peers.
GridTorrent nodes can be classified into leechers still downloading
pieces and seeds, meaning peers having the whole file. Upon
receiving the list of peers, GridTorrent acts according to the
protocol prefix of the PFN. If it concerns a GridTorrent client,
the two involved peers initiate communication by exchanging the
BitTorrent bit field message, informing each other of the pieces
they possess. Furthermore, each time a peer downloads a piece, it
sends a havemessage notifying all peers connected to it of its new
acquisition. In order to download data from another GridTorrent
client, the peer issues a request message for blocks. Blocks are parts
of a piece, referenced by the piece index, a zero-based byte offset
within the piece and their length. Having information about the
available pieces, GridTorrent starts downloading pieces following
a rarest-first policy. In case of a GridFTP server, the peer does
not need to exchange bit field messages. As for the downloading
technique, the client issues a GridFTP partial get message for the
data within the specific block it intends to download.
As shown in Fig. 3, GridTorrent consists of the following

components:
• The RLSManager, a component that communicates with the
DRLS overlay to acquire the DRLS Metadata description
containing the size of each file fragment, the hash for
every piece, used for integrity reasons imposed by this
extended fragmentation and the physical locations of the
various replicas. The physical locations are identified by a
GridTorrent URL, a unique identifier of the following form, so
as to preserve the backwards compatibility with existing Grid
transfer mechanisms: gtp://site.fqdn/path/to/file.
• The PeerManager, which handles all the communication with
other GridTorrent or GridFTP enabled peers.
• The DiskManager, which manages all disk I/O for storing
and retrieving files. The DiskManager is also responsible for
verifying the correctness of the file by comparing the SHA1 of
each downloaded piece against the SHA1 provided by the DRLS.
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AlthoughGridTorrent is evolvingwork, preliminary experimen-
tal results indicate notable improvement in the average transfer
rate for large data files in WAN network conditions. Fig. 4 sum-
marizes these results, presenting the minimum, maximum and
average completion time in seconds when distributing a file to a
constant set of nodes. More precisely, having a GridFTP server run-
ning on a node, we invoked concurrent file transfers to 16 client
nodes of our testbed, first using GridFTP and then using GridTor-
rent, andmeasured the total completion time. This experimentwas
conducted for file sizes varying from 16 to 512 MB.

8. Description of insertion and search

So far, we have described a grid middleware for storage, search
and retrieval of data. In Section 4, the overall architecture along
with the implemented services have been presented. The exact
procedure for insert and search operations aswell as the interaction
among the various components are shown in Fig. 5(a) and (b).

Insertion: The Data Client receives a data file and generates its
UID. Then, the UID is added in the metadata file among the rest
of the description provided by the user. The Data Client sends the
data file to the Data Service, which uploads it in the Storage overlay
using the GridTorrentmechanism. If the user’s node participates in
the Storage overlay, the file is stored locally as well. The PFNs of the
nodes, where the file has been successfully uploaded, are returned
to the Data Service. Afterwards, the Data Service creates the XML
Fig. 4. Minimum, maximum and average time required for 16 independent
downloaders to transfer a file using either GridFTP or GridTorrent.

file for the DRLS Metadata description including these PFNs and
inserts it in the DRLS. The Metadata Client receives the metadata
file along with the UID of the data file and passes the metadata
file through the SFC component to generate its SFC ID. Finally,
the metadata file is stored and replicated in the Metadata overlay.
The described procedure along with the succession of events for
inserting a new file is shown in Fig. 5(a).
Fig. 5. (a) Logical operations occurring when inserting a new file. (b) Logical operations occurring when retrieving a file using user-defined metadata attributes.
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Search: The Metadata service provides a search mechanism
for complex queries in the indexed attributes of the predefined
metadata schema. When a user aims to retrieve a data file, the
succession of events is depicted in Fig. 5(b). The SFC component
produces the SFC IDs for themetadata files, which reflect the user’s
requirements. In case of a query based on keywords, a lookup
operation for the hashed value of each keyword is performed.
This operation returns the SFC IDs of the metadata files with this
keyword. The returned SFC IDs are compared and only the common
ones for all keywords are searched in the Metadata overlay. The
retrieved (if any) XML files are returned to the Metadata Service
and presented to the Metadata Client according to their relevance
with the query. The user chooses the files to download and their
UIDs are exported from the corresponding metadata files. DRLS is
queried using these UIDs, thus producing to the Data Service a list
of PFNs in order to get the file(s) from. Finally, the GridTorrent file
transfermodule downloads the selected file(s)which can be locally
saved.

9. Implementation issues

As noted above, our platform intends to host large-scale data
management applications, which will be developed on top of the
middleware layer. We are currently working on the implementa-
tion of the prototype middleware according to the described ar-
chitecture. The proposed services are developed as Grid services
according to the Open Grid Service Architecture (OGSA) [36], us-
ing the libraries of Globus Toolkit 4 (GT4) [8]. One of the es-
sential requirements of OGSA is the implementation of the un-
derlying software with stateful services. For this reason, all ser-
vices in the different overlays of our architecture are imple-
mented according to theWeb Service Resource Framework (WSRF)
and communicate with each other through well-defined inter-
faces. What is more, the services are compatible with the com-
ponents of the Grid Security Infrastructure (GSI) for reasons re-
lated to authentication, secure communication and the applica-
tion of uniform policies across the infrastructure. All services
are implemented in Java and we aim to ensure their portabil-
ity and their deployment to be independent from the underlying
platform.
The metadata description that accompanies each data item is

included in an XML file and is validated by an XSD schema, defined
by the application’s requirements. The attributes describing the
data are chosen according to the needs of the specific community
and common acceptable standards. A use case designed for this
platform is a geographically distributed repository for journalists.
In this case, the data items are multimedia files, thus the metadata
schema is based on the MPEG-7 standard [37].

10. Conclusion and future work

This paper addresses issues on efficient sharing and man-
agement of annotated content among distributed heterogeneous
resources. In this context, we proposed a service-oriented middle-
ware architecture, that provides store, search and retrieve prim-
itives for manipulation of data. We introduced the idea of DHT
overlays for metadata and data management, thus avoiding the
use of centralized entities. Moreover, a multidimensional index-
ing scheme, that speeds up the searching procedure and supports
multiattributes and range queries has been described. Finally, we
presented GridTorrent, a transfer protocol resilient to flash crowd
conditions and completely compatible with existing grid middle-
ware. We believe that the proposed architecture, where various
P2P techniques have been applied, provides a robust and scalable
infrastructure for storing annotated data and searching over a large
set of metadata descriptions.
The implementation of the described platform is currently at
a prototype status. The functionality of basic components has
been predetermined and the corresponding interfaces have been
deployed. However, we explore optimization issues in various
aspects of our design. We are dealing with the challenge of load
imbalance, induced by the heterogeneity of nodes in terms of
storage capacity and bandwidth and the property of SFCs to
preserve locality. Towards this direction, we plan to elaborate on
the idea of virtual servers proposed in [33]. Finally, the clustering
of SFC IDs produced by the SFC component and their routing in the
Metadataoverlay formore efficient query processing are also under
consideration.
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