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Abstract—Nowadays, deep learning is a crucial part of a
variety of big data applications. Both the vast amount of data and
the high complexity of the state-of-the-art neural networks have
led to perform the network training in a distributed manner
accross clusters. Since synchronization overheads are usually
fatal for the training’s performance, asynchronous training is
usually preferred in such cases. However, this training mode is
sensitive to conflicting updates. Such updates most commonly
occur when the workers train on a totally different part of the
data. To reduce this phenomenon, in this paper, we propose the
use of hashing schemes when distributing training data across
workers.

Index Terms—deep learning, data hashing, distributed training

I. INTRODUCTION

Deep learning has become an important feature in a variety
of big data applications, as in image classification [1] and
speech recognition [2] domains. Specifically, deep architec-
tures are growing larger and larger in order to effectively
support the vast amount of available data. For example,
in 2015, Microsoft proposed the ResNet architecture which
provided the lowest error rate in the ImageNet dataset when
consisting of 152 different layers [3].

Both the amount of data used and the size of the state-
of-the-art neural networks imply to perform the training in
a distributed way across clusters. For instance, Google has
developed TensorFlow to support distributed deep learning [4].
Multiple architectures have been proposed to distribute the
training of neural networks, with the parameter server [5]–
[7] being the most common one. In large networks, the layer
parameters are split across multiple parameter servers, a tech-
nique named model parallelism [8]. Thus, communication and
synchronization overheads are introduced [9], which crucially
hurt the scalability of the training.

However, apart from the layers of a neural network, data
can also be distributed between the training workers (data
parallelism) [8]. This process is depicted in Figure 1 for the
parameter server case. In this setup, each worker has a local
copy of the model and updates using different gradients, based
on their local view of the data. Obviously, synchronization
between the various gradient updates is needed to retrieve the
same model with a single node training, introducing overheads,
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Fig. 1. Distributed training using Data Parallelism in a Parameter Server
Architecture.

as stated above. In order to avoid such overheads, asyn-
chronous training is a common workaround. Asynchronous
training suggests no synchronization between the available
training workers. However, it is sensitive to conflicting and
stale parameter updates and is able to converge if the number
of concurrent updates is small [10]. Conflicting updates may
occur when the workers train utilizing totally different part of
the data, since data are distributed across worker in a random
or round robin way.

In this paper, the main idea is to distribute data across
workers in a systematic way. Since such approach will re-
duce the amount of conflicting updates while training neural
networks in an asynchronous manner, less training epochs will
be needed to achieve convergence.

The rest of the paper is organized as follows. First of all, the
essential background needed for the reader to understand our
approach is presented in Section II. Then, the aforementioned
data distribution is further described in Section III. Finally, in
Section IV, we outline related work to our problem and the
techniques we propose.
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II. THEORETICAL BACKGROUND

One technique to avoid conflicting updates that may occur
in asynchronous training is that all workers have a similar
view on the dataset. Since each worker utilizes a different
local sub-batch for a training iteration, we could provide them
with similar sub-batches (sub-batches consisting of similar
data points) or split the data in similar shards.

Considering that each data point can be presented as a d-
dimensional vector in Rd and ‖s, t‖ is a distance between the
vectors s, t ∈ Rd, the ε-approximate nearest neighbour search
(ε-ANN) problem is mathematically formulated in Definition
1 [11].

Definition 1 (ε-approximate Nearest Neighbour Search):
Given a set S ⊂ Rd, preprocess the set S to efficiently locate
a point q0 ∈ S, such that for any query point s:

‖q0, s‖ ≤ (1 + ε) ·min
t∈S
‖s, t‖

The ε-ANN problem can be generalized to the ε-
approximate k-Nearest Neighbours (ε-kNN) problem. The
generalized problem is formulated in Definition 2.

Definition 2 (ε-approximate k Nearest Neighbour Search):
Given a set S ⊂ Rd and any query point s ∈ S, preprocess
the set S to efficiently provide a sequence of data points q1,
q2, ..., qk ∈ S, s.t. the point qi is not further from the query
point s than 1+ ε times the distance of s from its i-th nearest
neighbour.

One of the state-of-art methods to solve the aforementioned
problems in sub-linear time is the Locality Sensitive Hashing
(LSH) [12], [13]. LSH uses a family of functions, named LSH
family, to hash a set of data points to ensure that similar points
will collide with greater probability than dissimilar points. The
formulation of an LSH family is provided with the conditions
given in Definition 3.

Definition 3 (Locality Sensitive Hashing (LSH) family): A
family H = {h : S −→ U} is called (r1, r2, p1, p2)-sensitive
for a similarity measure D if for any data points q1, q2 ∈ S,
the following conditions are satisfied:
• if ‖q1, q2‖ ≤ r1, then P[h(q1) = h(q2)] ≥ p1
• if ‖q1, q2‖ ≥ r2, then P[h(q1) = h(q2)] ≤ p2

A common problem when using the LSH families is that the
probabilities p1, p2 used in Definition 3 might not create strict
enough conditions to achieve a proper hashing. A common
technique to overcome this problem is to concatenate hash
functions from a given hash family, as defined in Definition
4. Thus, dissimilar points are more unlikely to be in the same
bucket.

Definition 4 (AND-Concatenation of LSH Functions): Given
an (r1, r2, p1, p2)-sensitive LSH family H : S −→ U and a
positive integer m, a set of concatenated hash functions G :
S −→ Um can be defined. Specifically, each hash function
g ∈ G on a data point p ∈ S is formulated as

g(p) = (h1(p), h2(p), ..., hm(p))

where h1, h2, ..., hm are randomly chosen from the hash
family H with replacement. Thus, G, satisfies for any data
points q1, q2 ∈ S the properties
• if ‖q1, q2‖ ≤ r1, then P[g(q1) = g(q2)] ≥ pm1
• if ‖q1, q2‖ ≥ r2, then P[g(q1) = g(q2)] ≤ pm2

and is an (r1, r2, p
m
1 , p

m
2 )-sensitive LSH family.

III. APPROACH

In our approach, we will examine hashing techniques for
more effective data distribution, which aims to reduce the
conflicting updates noticed in the asynchronous training. First
of all, we aim to design hash families, with the properties
mentioned in Definition 3 (see Section II). However, our
hash families will take into account the data distribution to
identify the similarity between two given data points. For this
purpose a representative sample from the data will be used.
Using the concatenation of functions randomly chosen from
this custom LSH-like family, it will be easier to locate the
nearest neighbours of a given query data point in terms of the
distribution.
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Fig. 2. Data Shard Creation using Hash Buckets.

Given the ability to solve efficiently the ε-kNN problem
by exploiting LSH hash families, we vision a better data
distribution, following the process depicted in Figure 2. Such
distribution Figure 2 shows how the data in the cloud will
be split into the shards used from the workers to train a
neural network. Let a neural network training be performed
by a set of N workers. Thus, the data need to be split into
N shards. Suppose that a specific data point A is chosen to
be part of a shard. Performing an ε-kNN query on the hash
buckets created from the LSH-like functions described in the
previous paragraph will provide the similar data points to A.
As mentioned in Section II, note that these neighbours will be
found in sub-linear time to the data sample used to create the
buckets. This set of N data points will be distributed across
the shards. The process is continued until all the data are split.

By definition the hash family will be designed to take into
account the data distribution. Therefore, the workers will have
a similar view on the data when training with a specific shard.
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Especially if the shards are placed in queues, their first-in first-
out operations will ensure that a local sub-batch used from one
worker will be equivalent to the one local sub-batch used from
another. Thus, conflicting gradient updates will be restrained,
rendering the asynchronous training more effective.

In case of vast amount of data, it might be prohibited to
split the data beforehand. The method described above could
be adapted to be used in the batch creation part. In more detail,
when one worker includes one data point in their local sub-
batch, they will inform the others for their selection. Thus,
the rest workers will be capable of using the hash buckets to
select similar data for their local sub-batches.

IV. RELATED WORK

There are numerous other works that integrate hashing
techniques with the deep learning domain for efficient training.
For example, in [14], the authors reduce the number of
computations that occur during the training or testing of a
neural network with the use of hashing based techniques. Their
hashing approach performs an efficient inner product search
on fewer sparse nodes to locate the nodes with the highest
activation. Specifically, with using only the 5% of the total
number of multiplications, they keep the accuracy within 1%
of the one of the original model. In [15], they propose a new
neural network archtecture based on hashing. In further detail,
they use low-cost hash functions to group network weights,
where weights in the same group have the same value. Thus,
they manage to reduce the number of parameters of a neural
network and therefore the memory footprint of the network.
In this paper, we have also proposed the use of hashing to
enhance deep learning. However, unlike the aforementioned
works, we propose the use of hashing in the data distribution
level in order to reduce the training time, by restraining the
number of conflicting updates.

Moreover, hashing techniques are used in schemes like
LSH in order to answer ε-kNN queries in a more efficient
manner. A variety of works have generated hash families that
take into account the distribution of the data that they are
about to hash [16], [17]. In the first work, the propose Data
Sensitive Hashing (DSH), which aims to improve hashing
functions and families for more efficient response to ε-kNN
queries using machine learning techniques. Their experiments
show that indexing structures are created in comparable time
with those of the simple LSH case, while they provide more
balanced results. The latter work aims again to cost-effective
approximate neighbour queries and leverages techniques from
the Principal Component Analysis field to create LSH-like
buckets. Their proposed approach is named Distribution-Aware
LSH (DLSH). Experiments presented in this paper state that ε-
kNN queries have better latency and accuracy when answered
with DLSH than with other traditional method and are more
space-efficient. Inspired from those approaches that take into
account the data distribution when applying LSH methodolo-
gies for ε-kNN queries, we believe that similar approaches
should be applied on the distributed deep learning field for
more efficient neural network creation.
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