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Abstract. A growing list of domains, in the forefront of which are Web
data and applications, are modeled by graph representations. In content-
driven graph analytics, knowledge must be extracted from large numbers
of available data graphs. As the number of datasets (a different type of
volume) can reach immense sizes, a thorough evaluation of each input
is prohibitively expensive. To date, there exists no efficient method to
quantify the impact of numerous available datasets over different graph
analytics tasks. To address this challenge, we propose an efficient graph
operator modeling methodology. Our novel, operator-agnostic approach
focuses on the inputs themselves, utilizing graph similarity to infer knowl-
edge about them. An operator is executed for a small subset of the avail-
able inputs and its behavior is modeled for the rest of the graphs utiliz-
ing machine learning. We propose a family of similarity measures based
on the degree distribution that prove capable of producing high quality
models for many popular graph tasks, even compared to modern, state
of the art similarity functions. Our evaluation over both real-world and
synthetic graph datasets indicates that our method achieves extremely
accurate modeling of many commonly encountered operators, managing
massive speedups over a brute-force alternative.
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1 Introduction

A huge amount of data originating from the Web can be naturally expressed
as graphs, e.g., product co-purchasing graphs [25], community graphs [28], etc.
Graph analytics is a common tool used to effectively tackle complex tasks such as
social community analysis, recommendations, fraud detection, etc. Many diverse
graph operators are available [12], with functionality including the computation
of centrality measures, clustering metrics or network statistics [8], all regularly
utilized in tasks such as classification, community detection and link prediction.

Yet, as Big Data technologies mature and evolve, emphasis is placed on areas
not solely related to data (i.e., graph) size. A different type of challenge steadily
shifts attention to the actual content. In content-based analytics [14], data is
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processed for sense-making. Similarly, in content-sensitive applications the qual-
ity of insights derived is mainly attributed to the input content. The plethora of
available sources for content-sensitive analytics tasks now creates an issue: Data
scientists have to decide which of the available datasets will be used for a given
workflow, in order to maximize its impact. Yet, as modern analytics tasks have
evolved into increasingly long and complex series of diverse operators, evaluat-
ing the utility of immense numbers of inputs is prohibitively expensive. This is
notably true for graph operators, whose computational cost has led to extensive
research on approximation algorithms (e.g., [30, 11]).

As a motivating example, let us consider a dataset consisting of a very large
number of citation graphs. We wish to identify those graphs that have the most
well-connected citations and contain highly-cited papers. As a result, the clus-
tering coefficient [8], a good measure of neighborhood connectivity, would have
to be computed for all the graphs in the dataset in order to allow the identifi-
cation of the top-k such graphs. To quantify the importance of each paper, we
consider a centrality measure such as betweenness centrality [8]. Consequently,
we would have to compute the maximum betweenness centrality score for each
citation graph and combine the results with those obtained from the analysis
based on the clustering coefficient. Yet, this could be a daunting task due to the
operators’ complexity and the size of the dataset.

The challenge this work tackles is thus the following: Given a graph analyt-
ics operator and a large number of input graphs, can we reliably predict oper-
ator output at low cost? In this work, we introduce a novel, operator-agnostic
dataset profiling mechanism. Rather than executing the operator over each in-
put graph, our work leverages the relationship between the dataset’s graphs,
expressed through a similarity measure, and infers knowledge about them. In
our example, instead of exhaustively computing the clustering coefficient, we
calculate a similarity matrix for our dataset, compute the clustering coefficient
for a small subset of graphs and utilize the similarity matrix to estimate its value
for the remaining graphs. We may then compute the maximum betweenness cen-
trality for also a small subset of citation graphs and reuse the already calculated
similarity matrix to estimate the scores for the rest of the graphs.

Our method is based on the intuition that, for a given graph operator, sim-
ilar graphs produce similar outputs. This intuition is solidly supported by the
existence of strong correlations between different graph operators ([22,7,20]).
Hence, by assuming a similarity measure that correlates to a set of operators,
we can use machine learning techniques to approximate their outcomes. Given a
graph dataset and an operator to model, our method utilizes a similarity mea-
sure to compute the similarity matrix of the dataset, i.e., all-pairs similarity
scores between the graphs of the dataset. The given operator is then run for a
small subset of the dataset; using the similarity matrix and the available opera-
tor outputs, we are able to approximate the operator for the remaining graphs.
To the best of our knowledge, this is the first effort to predict graph operator
output over large datasets. In summary, we make the following contributions:
— We propose a novel, similarity-based method to estimate graph operator out-

put for large graph datasets. This method shifts the complexity of numerous
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graph computations to less expensive graph similarities. This choice offers two
major advantages: First, our scheme is operator-agnostic since the computed
similarity matrix can be reused. As a result, the similarity matrix computa-
tion is amortized and the cost of our method is ultimately dominated by the
computation of that operator for a small subset of the dataset. Second, the
method is agnostic to the similarity measure that is used. This property gives
us the ability to utilize or arbitrarily combine different similarity measures.

— We introduce a family of similarity measures based on degree distribution with
a gradual trade-off between detail and computational complexity. Despite their
simplicity, they prove capable of producing highly accurate models, compara-
ble or even surpassing other more costly, state-of-the-art similarity measures
([32, 35)).

— We offer an open-source implementation® of our method and perform an ex-
tensive experimental evaluation using both synthetic and real datasets. Our
results indicate that we can accurately model a variety of popular graph op-
erators, with errors that can be < 1%, sampling a mere 5% of the graphs for
execution. Amortizing the similarity cost over six operators, the process can
produce up to 18x speed-up. Our proposed similarity measures produce com-
parable or more accurate results to state-of-the-art similarity measures but
run more than 5 orders of magnitude faster.

2 Methodology

In this section, we formulate the problem and describe the methodology along
with different aspects of the proposed solution. We start off with some basic
notation followed throughout the paper and a formal description of our method
and its complexity.

Let a graph G be an ordered pair G = (V, E) with V being the set of vertices
and F the set of edges of G, respectively. The degree of a vertex u € V, denoted
by dg(u), is the number of edges of G incident to u. The degree distribution of a
graph G, denoted by Pg(k), expresses the probability that a randomly selected
vertex of G has degree k. A dataset D is a set of N simple, undirected graphs
D = {G1,Gs,...,Gny}. We define a graph operator to be a function g: D — R,
mapping an element of D to a real number. In order to quantify the similarity
between two graphs G,, Gy € D we use a graph similarity function s: DxD — R
with range within [0, 1]. For two graphs G,, G, € D, a similarity of 1 implies
that they are identical while a similarity of 0 the opposite.

Consequently, the problem we are addressing can be formally stated as fol-
lows: Given a dataset of graphs D and a graph operator g, without knowledge of
the range of g given D, we wish to infer a function §: D — R that approximates
g. Additionally, we wish our approximation to be both accurate (i.e., |g — §| < €,
for some small €) and efficient (i.e., O(g) < O(g)). In this formulation, our goal
is to provide an accurate approximation of g, while avoiding its exhaustive exe-
cution over the entire D. To achieve this goal, we utilize the similarity matrix R,

3 https://github.com/giagiannis/data-profiler
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an N x N matrix with R[4, j| = s(G;, G;), where s is a given similarity measure.
As a result, R contains all-pairs similarity scores between the graphs of D. R is
symmetric, its elements are in [0, 1] and the entries of its main diagonal equal 1.

Our method takes as input a dataset D and an operator g to model. It forms
a pipeline that begins with the computation of the similarity matrix R based
on s; calculates the actual values of g for a ratio p € (0,1) of randomly selected
graphs of D and, finally, estimates g for the remaining graphs of D by running a
weighted version of the k-Nearest-Neighbors (kNN) algorithm [19]. The inferred
function ¢ is then given by the following equation:

Yier () Waig(Gi)

(1)
Zie[’k (z) Wi

Q(Gx) =

Where w,; = R|z,1] is the similarity score for graphs G, Gy, i.e., Wy = $(Gy, Gy),
I'i(x) is the set of the k most similar graphs to G, for which we have already
calculated g and g(G;) the value of the operator for G;. Our approach is formally
described in Algorithm 1. The complexity of Algorithm 1 can be broken down

Algorithm 1 Graph Operator Modeling

1: procedure APPROXIMATE([G1, G2, ...,GN], ¢, S, D, k)
2: R[], T+ {}A+<{}

3: for (i,j) < [1,N] x [1, N] do

4: R[i, j] < s(Gi,Gj)

5: for i< 1,p- N do

6: r < randint(1, N)

7: T[G,] < g(G»)

8: for © + [G1,G2,...,GN],z ¢ keys(T) do
9: t + findNeighbors(R, T, k,x)

10: Alzx] < calcApprozimation(R,t)

11: return A

to its three main components: 1) The calculation of the similarity matrix R in
lines 3 — 4, for a given similarity measure s with complexity S. 2) The compo-
nent which computes the operator g for pN graphs (lines 5 —7), assuming that g
has complexity M. And 3) the approximation of the operator for the remaining
graphs (lines 8 — 10) using kNN. Thus, the overall complexity of our method is:

O(N?S 4+ pNM + (N(1 - p))((pN)log(pN) + k)) (2)

From Eq. 2, we deduce that the complexity of our method is dominated by its
first two components. Consequently, the lower the computational cost of s, the
more efficient our approach will be. Additionally, we expect our training set to
be much smaller than our original dataset (i.e., p < 1).

It is important to note here that the O(N2S) component corresponds to a cal-
culation performed only once, whether modeling a single or multiple operators.
Thus, given that the similarity matrix calculation happens once per dataset, its
cost gets amortized over multiple graph operators, making the O(pN M) factor
the dominant one for our pipeline.
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2.1 Similarity Measures

The similarity matrix is an essential tool in our effort to model graph opera-
tors under the hypothesis that similar graphs produce similar operator outputs.
Relative to graph analytics operators, we propose a family of similarity mea-
sures based on graph degree distribution. Reinforced by the proven correlations
between many diverse graph operators ([22,7,20]), we intend the proposed sim-
ilarity measures to express graph similarity in a way that enables modeling of
various operators.

> Degree Distribution: In order to quantify the similarity between two graphs
we rely on comparing their degree distributions. We choose the Bhattacharyya
coefficient BC [5] to perform this task. BC is considered a highly advantageous
method for comparing distributions [1]. BC divides the output space of a func-
tion into m partitions and uses the cardinality of each partition to create an m-
dimensional vector representing that space. As a measure of divergence between
two distributions, the square of the angle between the two vectors is considered.
In our case, the points of the output space are the degrees of the nodes of each
graph. By dividing that space into partitions and considering the cardinalities of
each partition, we effectively compare the degree distributions of those graphs.
In our implementation, we use a k-d tree [4], a data structure used for space
partitioning, to compute BC. We build a k-d tree once, based on a predefined
percentage of vertex degrees from all the graphs in D. We then use the created
space partitioning to compute degree distributions for each graph.

> Degree Distribution 4+ Levels: As an extension of the degree distribution-
based similarity measure, we consider a class of measures with increasing level
of information. Intuitively, the degree of a vertex is a measure of its connectivity
based on its immediate neighbors. Adding a level of indirection, we can consider
the degree of a vertex at level I as the degree of a super-node containing the
vertex and all its immediate neighbors. Generalizing this idea to more than one
levels gives us a measure of the indirect connectivity of a vertex. By combin-
ing the degrees of a vertex for multiple levels we obtain information up to level
hops away. As an illustrative example, in Figure 1 vertex ug has degree 4, when
considering its direct neighbors, 1 when its neighborhood is expanded to level
1, and for level 2 it becomes 3. As a result, we quantify the similarity between
graphs by calculating the degrees up to a certain level and use BC to compare
the resulting degree distributions. A good property of this class of measures is
that they provide us with a nice trade-off between accuracy and computational
cost. Increasing the number of degree distribution levels involves additional com-
putations but also incorporates more graph topological insights to it. In order to
calculate the degrees for a given level, for each vertex we perform a depth-limited
Depth First Search up to level hops away in order to mark the internal edges
of the super-node. We then count the edges of the border vertices (vertices level
hops away from the source) that do not connect to any internal vertices.

> Degree Distribution + Vertex Count A second extension to our degree
distribution-based similarity measure is based on the ability of our method to
combine similarity matrices. Graph size (vertex count) is another graph attribute
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Fig. 1: Example of Degree Distribution + Levels

to measure similarity on. We formulate similarity in terms of vertex count as:
min(|Ve,|,|Va, )

S(Gi,Gj) = —— -
maz(|Va, Ve, )

proaches 0, i.e., when G;,G; have similar vertex counts. To incorporate vertex

count into the graph comparison, we can combine the similarity matrices com-

puted with degree distributions and vertex counts using an arbitrary formula
(e.g., linear composition).

Intuitively, s approaches 1 when |Vg,| — |Vg,| ap-

2.2 Discussion

In this section, we consider a series of issues that relate to the configuration and
performance of our method as well as to the relation between modeled operators,
similarity measure and input datasets.

> Graph Operators: This work focuses on graph analytics operators, namely
centralities, clustering metrics, network statistics, etc. Research on this area has
resulted in a large collection of operators, also referred to as topology metrics
(e.g., [12,8,7,20]). Topology metrics can be loosely classified in three categories
([22,7,20]), those related to distance, connectivity and spectrum. In the first
class, we find metrics like diameter, average distance or betweenness centrality.
In the second, average degree, degree distribution, etc. Finally, the third class
comes from the spectral analysis of a graph and contains the computation of
etgenvalues, eigenvectors or other spectral-related metrics.

> Combining Similarity Measures: We can think of use cases where we want
to quantify the similarity of graphs based on parameters unrelated to each other.
For example, we might want to compare two graphs based on their degree dis-
tributions but also take under account their vertex count. This composition can
be naturally implemented in our system by computing independent similarity
matrices and “fuse” those matrices into one using a formula. This technique is
presented in our evaluation and proves effective for a number of operators.

> Regression Analysis: Although there exist several approaches to statistical
learning [19], we have opted for the kNN method. We choose kNN for its sim-
plicity and because we do not have to calculate distances between points of our
dataset (we already have that information from the similarity matrix). The kNN
algorithm is also suitable for our use case since it is sensitive to localized data
and insensitive to outliers. A desired property, since we expect similar graphs to
have similar operator scores and should therefore be of influence in our estima-
tions.

> Scaling Similarity Computations: Having to compute all-pairs similarity
scores for a large collection of graphs can be prohibitively expensive. To this end,
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we introduce a preprocessing step which we argue that improves on the existing
computational cost, reducing the number of similarity calculations performed.
As, in order to approximate a graph operator, we employ kNN, we observe that,
for each graph, we only require the similarity scores to its k most similar graphs
for which we have the value of g, i.e., the weights in Equ. 1. Therefore we propose
to run a clustering algorithm which will produce clusters of graphs with high
similarity. Then for each cluster compute all-pairs similarity scores between its
members, setting inter-cluster similarities to zero. By creating clusters of size
much larger than k, we expect minimal loss in accuracy while avoiding a con-
siderable number of similarity computations. As a clustering algorithm we use a
simplified version of k-medoids in combination with k-means++, for the initial
seed selection ([23,2]). For an extensive experimental evaluation of this tech-
nique we refer the reader to the extended version of our work in [34] which we
have not included here due to space constraints.

3 Experimental Evaluation

> Datasets: For our experimental evaluation, we consider both real and syn-
thetic datasets. The real datasets comprise a set of ego graphs from Twitter
(TW) which consists of 973 user “circles” as well as a dataset containing 733
snapshots of the graph that is formed by considering the Autonomous Systems
(AS) that comprise the Internet as nodes and adding links between those sys-
tems that communicate to each other. Both datasets are taken from the Stanford
Large Network Dataset Collection [26].

We also experiment with a dataset of synthetic graphs (referred to as the BA
dataset) generated using the SNAP library [27]. We use the GenPrefAttach gen-
erator to create random scale-free graphs with power-law degree distributions
using the Barabasi-Albert model [3]. We keep the vertex count of the graphs
constant to 4K. We introduce randomness to this dataset by having the initial
outdegree of each vertex be a uniformly random number in the range [1, 32]. The
Barabasi-Albert model constructs a graph by adding one vertex at a time. The
initial outdegree of a vertex is the maximum number of vertices it connects to,
the moment it is added to the graph. The graphs of the dataset are simple and
undirected. Further details about the datasets can be found in Table 1.
> Similarity Measures: We evaluate all the similarity measures proposed in
Section 2.1, namely degree distribution + levels, for levels 0,1,2 and degree dis-
tribution + verter count. When combining vertex count with degree, we use
the following simple formula: R = wy Rq + wo R, with Ry, R, the degree dis-
tribution and vertex count similarity matrices respectively. In our evaluation,
wy = wg = 0.5. To investigate their strengths and limitations, we compare them
against two measures functioning as our baselines. The first is a sophisticated
similarity measure not based on degree but rather on distance distributions (from
which the degree distribution can be deduced). D-measure [32] is based on the
concept of network node dispersion (NND) which is a measure of the heterogene-
ity of a graph in terms of connectivity distances. It is a state-of-the-art graph
similarity measure with very good experimental results for both real and syn-
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Table 1: Datasets overview
Name |Size (N)| |[V| | |E| |Range |V|| Range |E|

min: 6 | min: 9

™ 973 132 ) 1,841 max: 248 |max: 12,387
min: 103 | min: 248

AS 733 4,183 8,540 max: 6,474 | max: 13,895
BA | 1,000 |4,000(66865| 4,000 |Min o 399
’ ’ ’ ’ max: 127,472

thetic graphs. Our second baseline comes from the extensively researched area
of graph kernels. For the purposes of our evaluation, we opted for the geometric
Random Walk Kernel (rw-kernel) [16] as a widely used representative of this
class of similarity measures. In order to avoid the halting phenomenon due to
the kernel’s decay factor (A\¥) we set A = 0.1 and the number of steps k < 4,
values that are considered to be reasonable for the general case [33].

> Graph Operators: In our evaluation, we model operators from all the cat-
egories mentioned in Section 2.2. As representatives of the distance class, we
choose betweenness (bc), edge betweenness (ebc) and closeness centralities (cc)
([29, 8]), three metrics that express how central a vertex or edge is in a graph.
From the spectrum class, we choose spectral radius (sr) and eigenvector cen-
trality (ec). The first is associated with the robustness of a network against the
spreading of a virus [21], while the second also expresses vertex centrality [6].
Finally, as a connectivity related metric we consider PageRank (pr), a centrality
measure used for ranking web pages based on popularity [9].

All measures, except spectral radius, are centrality measures expressed at
vertex level (edge level in the case of edge betweenness). Since we wish all our
measures to be expressed at graph level, we will be using a method attributed
to Freeman [13] to make that generalization. This is a general approach that
can be applied to any centrality [8], and measures the average difference in cen-
trality between the most central point and all others. All the graph operators
are implemented in R. We use the R package of the igraph library [10] which
contains implementations of all the algorithms mentioned.
> kNN: The only parameter we will have to specify for kNN is k. After exten-
sive experimentation (omitted due to space constraints), we have observed that
small values of k tend to perform better. As a result, all our experiments are
performed with k = 3.
> Error Metrics: The modeling accuracy of our method is quantified using two
widely used measures from the literature, the Median Absolute Percentage Error
and the Normalized Root Mean Squared Error.
> Setup: All experiments are conducted on an Openstack VM with 16 Intel Xeon
E312 processors at 2GHz, 32GB main memory running Ubuntu Server 16.04.3
LTS with Linux kernel 4.4.0. We implemented our prototype in Go language
(v.1.7.6).

3.1 Experiments

> Modeling Accuracy: To evaluate the accuracy of our approximations, we
calculate MdAPE and nRMSE for a randomized 20% of our dataset. We vary
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Table 2: Modeling Errors and Execution Speedup
MdAPE (%) nRMSE Speedup x A. Speedup x
5% 10% 20% | 5% 10% 20% || 5% 10% 20% | 5% 10% 20%
sr 1.3 1.1 09(0.05 0.03 0.02| 64 38 3.3
ec 0.1 0.1 0.0/0.01 0.00 0.00||] 5.7 4.5 3.1
bc 1.4 1.2 1.1/0.04 0.03 0.03||15.7 8.8 4.7
AS ebc|| 3.1 2.7 24/0.04 0.04 0.04||17.3 9.3 4.8 180 9.5 49
cc 04 04 0.3/0.01 0.01 0.01|j140 82 4.5
pr 09 08 0.7/0.05 0.04 0.03]|] 5.7 44 3.1
sr ||16.3 15.3 14.7/0.10 0.10 0.10(|13.3 &80 44
ec 80 7.7 7.7/0.14 0.14 0.13|/13.1 79 44
bc ||17.8 17.5 16.8(/0.16 0.15 0.14(|13.0 7.8 4.4
™W ebc||29.5 29.8 28.6/0.12 0.12 0.12]|{13.5 80 4.4 148 85 46
cc 33 3.0 29|0.10 0.10 0.09(/13.0 7.9 44
pr 92 7.7 72/007 0.06 0.05([13.2 79 4.4
sr 3.3 1.8 09|0.04 0.03 0.03|]] 56 44 3.0
ec 04 0.3 03(001 0.01 o0.01}f 3.7 3.1 24
bc ||10.3 10.1 9.6/0.10 0.05 0.02(|12.6 7.7 4.4
BA ebc||10.9 93 85|0.10 0.09 0.01|/13.6 81 4.5 163 9.0 47
cc 24 22 21(0.04 0.04 0.03|] 99 6.6 4.0

pr || 6.7 6.1 59/0.06 005 0.05| 3.6 3.0 23

the sampling ratio p, i.e., the number of graphs for which we actually execute
the operator, divided by the total number of graphs in the dataset. The results
are displayed in Table 2. Each row represents a combination of a dataset and
a graph operator with the corresponding error values for different values of p
between 5% and 20%.

The results in Table 2 showcase that our method is capable of modeling
different classes of graph operators with very good accuracy. Although our ap-
proach employs a degree distribution-based similarity measure, we observe that
the generated similarity matrix is expressive enough to allow the accurate mod-
eling of distance- and spectrum-related metrics as well, achieving errors well
below 10% for most cases. In AS graphs, the MdAPE error is less than 3.2%
for all the considered operators when only a mere 5% of the available graphs
is examined. Operators such as closeness or eigenvector centralities display low
MAdAPE errors in the range of < 8% for all datasets. Through the use of more
expressive or combined similarity measures, our method can improve on these
results, as we show later in this Section. We also note that the approximation
accuracy increases with the sampling ratio. This is expressed by the decrease of
both MdAPE and nRM SE when we increase the size of our training set. These
results verify that modeling such graph operators is not only possible, but it can
also produce highly accurate models with marginal errors.

Specifically, in the case of the AS dataset, we observe that all the operators
are modeled more accurately than in any other real or synthetic dataset. This
can be attributed to the topology of the AS graphs. These graphs display a
linear relationship between vertex and edge counts. Their clustering coefficient
displays very little variance, suggesting that as the graphs grow in size they
keep the same topological structure. This gradual, uniform evolution of the A4S
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graphs leads to easier modeling of the values of a given graph topology measure.

On the other hand, our approach has better accuracy for degree- than distance-
related metrics in the cases of the TW and BA datasets. The similarity measure
we use is based on the degree distribution that is only indirectly related to ver-
tex distances. This can be seen, for example, in the case of BA if we compare
the modeling error for the betweenness centrality (bc) and PageRank (pr) mea-
sures. Overall, we see that eigenvector and closeness centralities are the two most
accurately approximated metrics across all datasets. Next up, we find PageR-
ank, spectral radius, betweenness and edge betweenness centralities. Willing to
further examine the connection between modeling accuracy and similarity mea-
sures, we have included D-measure and rw-kernel in our evaluation as well as
the degree-level similarity measures and the similarity matrice combination tech-
nique.
> Execution Speedup: Next, we evaluate the gains our method can provide
in execution time. The similarity matrix computation is a time-consuming step,
yet an advantage of our scheme is that the matrix can be reused for different
graph operators and thus its cost can be amortized. In order to provide a better
insight, we calculate two types of speedups: One that considers the similarity
matrix construction from scratch for each operator separately (provided in the
Speedup column of Table 2) and one that expresses the average speedup for all
six measures for each dataset, where the similarity matrix has been constructed
once (provided in the A. Speedup column of Table 2).

The observed results highlight that our method is not only capable of pro-
viding models of high quality, but also does so in a time-efficient manner. A
closer examination of the Speedup columns shows that our method is particu-
larly efficient for complex metrics that require more computation time (as in the
ebe and cc cases for all datasets). The upper bound of the theoretically antici-
pated speedup equals zlv’ p being the sampling ratio. Interestingly, the Amortized
Speedup column indicates that when the procedure of constructing the similar-
ity matrix is amortized to the six operators under consideration, the achieved
speedup is very close to the theoretical one. This is indeed the case for the AS
and BA datasets that comprise the largest graphs, in terms of number of ver-
tices: For all p values, the amortized speedup closely approximates %. In the case
of the TW dataset which consists of much smaller graphs and, hence, the time
dedicated to the similarity matrix estimation is relatively larger than the previ-
ous cases, we observe that the achieved speedup is also sizable. In any case, the
capability of reusing the similarity matrix, which is calculated on a per-dataset
rather than on a per-operator basis, enables our approach to scale and be more
efficient as the number and complexity of graph operators increases.
> Comparing Similarity Measures: The results of the similarity measure
comparisons, in the case of the TW dataset, are displayed in Figure 2, where
MAdAPE is used to express the modeling error. We compare six similarity mea-
sures: The degree distribution + levels measure (for levels equal from 0 to 2), a
combination of level-0 degree distribution with vertex count (denoted by level-0
+ size), D-measure and the Random Walk Kernel based similarity measure (de-
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Fig. 2: Similarity Metrics Comparison for TW Dataset

noted by rw-kernel). The results indicate the impact that the choice of similarity
measure has on modeling accuracy. A more suitable to the modeled operator and
detailed similarity measure is more sensitive to topology differences and can lead
to better operator modeling.

In all Figures, with the exception of PageRank, we observe that the degree
distribution + levels similarity measure, for a number of levels, can model an
operator more accurately than the simple degree distribution-based, effectively
reducing the errors reported in Table 2. Indeed, the addition of more levels to
the degree distribution incorporates more information about the connectivity of
each vertex. This additional topological insights contribute positively to better
estimate the similarity of two graphs. Examining the modeling quality, we ob-
serve that it increases but only up to a certain point, in relation to the topology
of the graphs in the dataset. For example, since TW comprises of ego graphs,
all the degrees of level > 2 are zero, since there exist no vertices with distance
greater than 2; therefore, employing more levels does not contribute any ad-
ditional information about the topology of the graphs when computing their
similarity. Finally, we observe that, in specific cases, such as PageRank (Figure
2f), enhancing the degree distribution with degrees of more levels introduces
information that is interpreted as noise during modeling. PageRank is better
modeled with the simple degree distribution as a similarity measure. As such,
we argue that for a given dataset and graph operator, experimentation is re-
quired to find the number of levels that give the best trade-off between accuracy
and execution time.

We next concentrate on the effect of the combination of degree distribution
with vertex count in the modeling accuracy. We note that the vertex count con-
tributes positively in the modeling of distance-related metrics while having a
neutral or negative impact on degree- and spectrum-related metrics. This is at-
tributed to the existence of, at least, a mild correlation, between vertex count
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Fig. 3: Similarity Metric Comparison for Betweenness C.

and be, ebc and cc [22]. For our least accurately approximated task, edge be-
tweenness centrality, employing the combination of measures results in a more
than 6x decrease in error.

For D-measure, our experiments show that, for distance-related metrics it
performs at least as good as the degree distribution + levels similarity mea-
sures for a given level, with the notable exception of the PageRank case. On the
other hand, the degree distribution can be sufficiently accurate for degree- or
spectrum-related metrics. As D-measure is based on distance distributions be-
tween vertices, having good accuracy for distance-related measures is something
to be expected. A good example of the effectiveness of D-measure is shown in
the case of closeness centrality that involves all-pairs node distance information
directly incorporated in D-measure as we have seen in Section 3. In Figure 2e
we observe that by adding levels we get better results, vertex count contributes
into even better modeling but D-measure gives better approximations. Yet, our
methods’ errors are already very small (less than 3%) in this case. Consider-
ing the rw-kernel similarity measure, we observe that it performs poorly for
most of the operators. Although its modeling accuracy is comparable to degree
distribution + levels for some operators, we find that for a certain level or in
combination with vertex count a degree distribution-based measure has better
accuracy. Notably, rw-kernel has low accuracy for degree and distance related
operators while performing comparably in the case of spectrum operators.

Identifying betweenness centrality as one of the hardest operators to model
accurately, we present MdAPFE approximation errors for AS and BA in Figures
3a, 3b. These Figures do not include D-measure, since it was not possible to
compute it because of its running time. We note that the approximation error is
below 12% and that the degree distribution + levels measures further improve on
it for both datasets. Compared to TW (Fig. 2), we observe that the level-2 sim-
ilarity measure provides better results for AS and BA but not T'W, attributed
to the ego graph structure with level-2 degrees being zero. Finally, it is expected
that level-0 + size for BA to be no different than plain level-0, since all the
graphs in BA have the same vertex count by construction.

The aforementioned similarity measures have striking differences in their ex-
ecution time. A comparison in computation time for different levels of the degree
distribution + levels similarity measure is presented in Figure 2g. In the case
of D-measure, the actual execution time is presented for the TW dataset, since
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it was prohibitively slow to compute it for the other two datasets. For the re-
maining two datasets, we have computed D-measure on a random number of
pairs of graphs and then projected the mean computation time to the number
of comparisons performed by our method for each dataset.

Our results show that the overhead from level-0 to level-1 is comparable for
all the datasets. However, that is not the case for level-2. The higher the level,
the more influential the degree of the vertices becomes in the execution time.
Specifically, while we find level-0 to be 3.2x faster than level-2 for TW, we ob-
serve that in the case of AS and BA it is 19x and 76x faster. The computation
of the D-measure and the rw-kernel, on the other hand, are orders of magnitude
slower. Given the difference in modeling quality between the presented similarity
functions, we observe a clear trade-off between quality of results and execution
time in the context of our method.

4 Related Work

Our work relates to the actively researched areas of graph similarity, graph an-
alytics and machine learning. The available techniques for quantifying graph
similarity can be classified into three main categories ([24, 36]):

> Graph Isomorphism - Edit Distance: Two graphs are considered similar
if they are isomorphic. A generalization of the graph isomorphism problem is
expressed through the Edit Distance, i.e., the number of operations that have to
be performed in order to transform one graph to the other [31]. The drawback
of approaches in this category is that graph isomorphism is hard to compute.

> Iterative Methods: This category of graph similarity algorithms is based
on the idea that two vertices are similar if their neighborhoods are similar. Ap-
plying this idea iteratively over the entire graph can produce a global similarity
score. Such algorithms compare graphs based on their topology, we choose to
map graphs to feature vectors and compare those vectors instead.

> Feature Vectors: These approaches are based on the idea that similar graphs
share common properties such as degree distribution, diameter, etc and therefore
represent graphs as feature vectors. To assess the degree of similarity between
graphs, statistical tools are used to compare their feature vectors instead. Such
methods are not computationally demanding. Drawing from this category of
measures, we base our graph similarity computations on comparing degree dis-
tributions.

> Graph Kernels: A different approach to graph similarity comes from the
area of machine learning where kernel functions can be used to infer knowl-
edge about samples. Graph kernels are kernel functions constructed on graphs
or graph nodes for comparing graphs or nodes respectively. Extensive research
on this area (e.g., [17,15]) has resulted in many kernels based on walks, paths,
etc. While computationally more expensive they provide a good baseline for our
modeling accuracy evaluation.

> Graph Analytics and Machine Learning Although graph analytics is a
very thoroughly researched area, there exist few cases where machine learning
techniques are used. On the subject of graph summarization, a new approach
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is based on node representations that are learned automatically from the neigh-
borhood of a vertex [18]. Node representations are also applicable in computing
node or graph similarities as seen in [18]. However, we do not find works em-
ploying machine learning techniques in the field of graph mining through graph
topology metric computations.

5 Conclusion

In this work we present an operator-agnostic modeling methodology which lever-
ages similarity between graphs. This knowledge is used by a kNN classifier to
model a given operator allowing scientists to predict operator output for any
graph without having to actually execute the operator. We propose an intuitive,
yet powerful class of similarity measures that efficiently capture graph relations.
Our thorough evaluation indicates that modeling a variety of graph operators is
not only possible, but it can also provide results of high quality at considerable
speedups. Finally, our approach appears to present similar results to state-of-
the-art similarity measures, such as D-measure, in terms of quality, but requires
orders of magnitude less execution time.
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