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Memory Hierarchy Technology

= Random Access:
“Random” is good: access time is the same for all locations
DRAM: Dynamic Random Access Memory
High density, low power, cheap, slow
Dynamic: need to be “refreshed” regularly
SRAM: Static Random Access Memory
Low density, high power, expensive, fast
Static: content will last “forever” (until lose power)

= "Non-so-random” Access Technology:
Access time varies from location to location and from time to time
Examples: Disk, COROM, DRAM page-mode access

= Sequential Access Technology: access time linear in
location (e.g., Tape)
= [he next two lectures will concentrate on random access

technology
The Main Memory: DRAMs + Caches: SRAMs 0066 ramtebmatn
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Main Memory Background

= Performance of Main Memory:

Latency: Cache Miss Penalty
Access Time: time between request and word arrives
Cycle Time: time between requests

Bandwidth: I/O & Large Block Miss Penalty (L2)

= Main Memory is DRAM : Dynamic Random Access
Memory
Dynamic since needs to be refreshed periodically (8 ms)
Addresses divided into 2 halves (Memory as a 2D matrix):

RAS or Row Access Strobe
CAS or Column Access Strobe

= Cache uses SRAM : Static Random Access Memory

No refresh (6 transistors/bit vs. 1 transistor)
Size: DRAM/SRAM 4-8
Cost/Cycle time: SRAM/DRAM 8-16




Random Access Memory (RAM)
Technology

= WWhy do computer designers need to know about
RAM technology?

Processor performance is usually limited by memory
bandwidth

As IC densities increase, lots of memory will fit on processor
chip
Tailor on-chip memory to specific needs
Instruction cache
Data cache

Write buffer

= \WWhat makes RAM different from a bunch of flip-
flops?
Density: RAM is much denser
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Static RAM Cell

6-Transistor SRAM Cell

bit

s Write:

bit

word
(row select)

1. Drive bit lines (bit=1, bit=0)

2.. Select row

= Read:

word

bit

replaced with pullup

to save area

1. Precharge bit and bit to Vdd or Vdd/2 => make sure equal!

2.. Select row
3. Cell pulls one line low

4. Sense amp on column detects difference between bit and. bit...........
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Typical SRAM Organization: 16-word x 4-bit

Din 3 Din 2 Din 1 Din 0 WrEn
l l l l Precharge
Wr Driver & Wr Driver & Wr Driver & Wr Driver &
- Prechargert| |- Prechargert| |- Prechargert| |- Prechargert
Word 0 A
SRAM SRAM SRAM SRAM z
Cell Cell Cell Cell =3 Al
23 N
Word 1 E #
SRAM SRAM SRAM SRAM e
Cell Cell Cell Cell & A3
~ [&—
Word 15
SRAM SRAM SRAM SRAM
Cell Cell Cell Cell
~ Sense Amp 1 |- Sense Amp 1 |- Sense Amp 1 |- Sense Amp +
D(lut 3 D(lut 2 D(lut 1 D(lut 0 0166 6 vt et ety f s
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Logic Diagram of a Typical SRAM

= Write Enable is usually active low (WE_L)

= Din and Dout are combined to save pins:

A new control signal, output enable (OE_L) is needed

WE _L is asserted (Low), OE_L is disasserted (High)
D serves as the data input pin

WE _L is disasserted (High), OE_L is asserted (Low)
D is the data output pin

Both WE_L and OE_L are asserted:
Result is unknown. Don’t do that!!!

= Although could change VHDL to do what desire, must do
the best with what you’ ve got (vs. what you need)

L;p
N 2 Nwords
h SRAM Y.
OE L —4—D
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Handshake)

Typical SRAM Timing (Asynchronous

A /
N Tristate output buffers =>
N 2 Ywords o . , dod
WE L x M bit utput Enable neede
B SRAM ,
OE L — > D
M
Write Timing: Read Timing:
[
Datatn} )—iehZ—{ XXXXXXX XX_pata out XXXXX X Data Out

D)I(i

Junk : ,

. I
4 x Write Address X:XXXXXX:XXXX Read Address §__ Read Address
| | : :
! ! : !
| 1 I I
OE_L' | . | \ | | !
o ! | | . !
WE_Li ; [ - 0
! I I ' Hold Time ca . cces ea . cces
¢ D — Time Time
! +  Write Setup Time
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Problems with SRAM

' m Six transistors use up a lot of area

s Consider a “Zero” is stored in the cell:

Transistor N1 will try to pull “bit” to 0
Transistor P2 will try to pull “bit bar” to 1

= But bit lines are precharged to high: Are P1 and

P2 necessary? Select = 1
/
P1 P2
e %ff onlo- _L
— ® ®
o, © ® On
| on oft]]
N1 N2
bit = 1 - bit=0 .ooonnr
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1-Transistor Memory Cell (DRAM)

m Write: row select

1. Drive bit line
2.. Select row 1

= Read (destructive):. c
1. Precharge bit line to Vdd/2
2.. Select row bit
3. Cell and bit line share charges
Very small voltage changes on the bit line

4. Sense (fancy sense amp)
Can detect changes of ~1 million electrons

5. Write: restore the value

s Refresh

1. Just do a dummy read to every cell.

© © © © National Technical
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Opyavwon tTng DRAM

bit (data) lines

RAM Cell

Array

Each intersection represents
4 1-T DRAM Cell

- word (row) select

“~0Q00M0Q SO

row *

address

Column Selector &
Column
Address

/O Circuits

data

° Row and Column Address
together:

 Select 1 bit a time
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DRAM logical organization (4 Mbit)

Column Decoder =
~
11 Sense Amps & 1/0 ; D
E: g N}:mory ;5) g
- <
A0...A10  |@ 3 ey g g Q
— A ] (2,048 x 2,048) =
i 2
t L
< o Word Line éé)l a5

= Square root of bits per RAS/CAS
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DRAM physical organization (4 Mbit)
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Logic Diagram of a Typical DRAM

RAS L| |CASL WEL |OEL

A 256K x 8
+> X . ,/ » D

K DRAM X

= Control Signals (RAS L, CAS L, WE L, OE_L) are all
active low

= Din and Dout are combined (D):
WE _L is asserted (Low), OE_L is disasserted (High)
D serves as the data input pin
WE _L is disasserted (High), OE_L is asserted (Low)
D is the data output pin

= Row and column addresses share the same pins (A)
RAS L goes low: Pins A are latched in as row address

CAS_L goes low: Pins A are latched in as column address
RAS/CAS edge-sensitive oo e
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DRAM Read Timing (Asynchronous
Handshake)

« Every DRAM access begins at: o o O5E

The assertion of the RAS L

2 ways to read: Ay, 256K x 8 —Ai— D

DRAM
early or late v. CAS |9 8
+<— DRAM Read Cycle Time —;

RAS L / \ /
: | | : | ) ——
CAS_L | | l | I i
| | I I I 11 I I I I I
A x Row Address x Cpl Address x Junk; x Row Address x Cpl Address x Junk X
| I | I | I I 1 | | I
WE L/ | | ! |
t I I i I R
OE L. ' " I : .
— I ' [ ' I o '
D Hig}Z X Jupk )K Data Out, X ! High Z ! X Data Out
|
: Read ACCﬁ: : : : Output Enable :: 3 :
: Time I I Delay - I

I I
Early Read Cvycle: OE L asserted before CAS L Late Read Cvcle: OE L asserted after.CAS.

20
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DRAM Write Timing (Asynchronous
Handshake)

SLI ICASL WEL |OEL

= Every DRAM access begins a’{{:A

The assertion of the RAS L

: A 256K x 8
2 ways to write: —t DRAI)\(/I —~——D
early or late v. CAS ? 8
«——— DRAM WR Cycle Time ——,

RAS L\ / \ /

: I I : I | ——
CAS | I i | I {
_ | | | I | |

Row Address x Cpl Address x Junk; x Row Address x Cpl Address x Junk X

| | | (| | | | | |
OE_—L/ : ! ! : !

; | | I R
WE L | ! i | : i

| I ' I ' | I . I '

1 1 i 1

D Juifk )K Data In )K  Junk | )K Data In )K Junk

I I ' I ' I I ' I '

| —l_WR Access Time :4— | WR Access Time . ! :

le a 1
Early Wr Cycle: WE_L asserted before CAS L Lalte Wr Cycle: WE_L asserted after. CAS.L .

16 B —  <@SLabl



Key DRAM Timing Parameters

| m teac: minimum time from RAS line falling to the

valid data output
Quoted as the speed of a DRAM

A fast 4Mb DRAM tgac = 60 ns
s {zc: minimum time from the start of one row

access to the start of the next
trc = 110 ns for a 4Mbit DRAM with a tg5c of 60 ns

m {cpc: minimum time from CAS line falling to valid

data output
15 ns for a 4Mbit DRAM with a tgac 0f 60 ns

= [ minimum time from the start of one column

access to the start of the next
35 ns for a 4Mbit DRAM with a tg5c of 60 ns

© © © © National Technical
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DRAM Performance

perform a row access only every 110 ns (tzc)

perform column access (tcxc) in 15 ns, but time
between column accesses is at least 35 ns (tpc).

In practice, external address delays and turning
around buses make it 40 to 50 ns

= These times do not include the time to
drive the addresses off the microprocessor
nor the memory controller overhead.

Drive parallel DRAMs, external memory controller, bus to turn
around, SIMM module, pins...

180 ns to 250 ns latency from processor to memory is good for a
“60 ns” (txac) DRAM

18



Main Memory Performance

Memory
= Wide:
CPU/Mux 1 word;
a. One-word-wide MUX/CaChe, BUS,
memory organization Memory N words (Alpha:
- Simp/e: 64 bits & 256 bits)

CPU CPU
Cache I T T TI_ ]
I Cache I
~ _—/ \~
E Bus
- —\/—
Memory

b. Wide memory organization

CPU, Cache, Bus, Memory
same width (32 bits)

CpPU

Cache

[~

Bus
/

-

Memory || Memory || Memory || Memory
bank O bank 1 bank 2 bank 3

c. Interleaved memory organization

= Interleaved.:

CPU, Cache, Bus 1 word:
Memory N Modules

(4 Modules); example is word
interleaved

© © © © Natonal Technical University of Athens  <<EXVer
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Main Memory Performance

Cycle Time

[
Access Time |

Time

= DRAM (Read/Write) Cycle Time >> DRAM
(Read/Write) Access Time
2:1; why?
= DRAM (Read/Write) Cycle Time :

How frequent can you initiate an access?

= DRAM (Read/Write) Access Time:

How quickly will you get what you want once you
initiate an access?

= DRAM Bandwidth

© © © © Nanonal Technical University of Athens S
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Increasing Bandwidth - Interleaving

CPU

Access Pattern without Interleaving:

+—| Memory

1 I
‘ D1 available I

Start Access for D1 Start Access for D2

Access Pattern with 4-way Interleaving:
| | CPU

Memory
Bank 0

Memory
Bank 1

A

Memory
Bank 2

Memory
Bank 3

| =

Access Bank 1

Access Bank 3

We can Access Bank 0 again

Access Bank 0__, _

[
Access Bank 2 ‘ ‘

21
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Main Memory Performance

= [iming model
1 to send address,

4 for access time, 10 cycle time, 1 to send data
Cache Block is 4 words

s Simple M.P.  =4x(1+10+1) = 48
s Wide M.P. =1+10+1 =12
s Interleaved M.P. =1+10+1+3 =15
address address address address

0 1 2 3

4 5 6 7

8 9 10 11

12 13 14 15

Bank O Bank 1 Bank 2 Bank 3

22
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Independent Memory Banks

= How many banks?

o number banks > number clocks to
access word Iin bank
For sequential accesses, otherwise will return
to original bank before it has next word ready

= Increasing DRAM sizes => fewer chips =>
harder to have many banks

Growth bits/chip DRAM : 50%-60%/yr
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Fast Page Mode Operation

= | Regular DRAM Organization: Column
. Address N cols

N rows x N column x M-bit
Read & Write M-bit at a time

Each M-bit access requires
a RAS / CAS cycle

= Fast Page Mode DRAM
N x M “SRAM” to save a row

= After a row is read into the register

DRAM
Row

/
/ Address
/

/

1

— N rows =—>

Only CAS is needed to access other M- |/
bit blocks on that row
RAS_L remai rted while CAS_L i l /I Mits
remains asserted while _LiS nNipit Output
toggled , , _
1st M-bit Access . 2ndM-bit  3rd M-bit e 4th M-bit o
RAS L \ I I I )I/

| | T |

[ I _ N I I
: 4 7\

X Row Address X Col Address X Col Address X Col Address X Col Address X

) ) () () Nahonal Techmcal
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Summary:

= Two Different Types of Locality:

Temporal Locality (Locality in Time): If an item is referenced, it
will tend to be referenced again soon.

Spatial Locality (Locality in Space): If an item is referenced, items
whose addresses are close by tend to be referenced soon.

= By taking advantage of the principle of locality:

Present the user with as much memory as is available in the
cheapest technology.

Provide access at the speed offered by the fastest technology.

= DRAM is slow but cheap and dense:
Good choice for presenting the user with a BIG memory system

= SRAM is fast but expensive and not very dense:
Good choice for providing the user FAST access time.

© © © © National Technical

25

hnical University of Athens ACXel
00 A X
<‘CSLabtt
Q0 ‘»m" PR



Memory Width, Interleaving: Napadsiypa

Aivetal €va oUoTnua PE TIC AKOAOUBEC TTAPAMETPOUC:
MéyeBog Cache Block = 1 word, Memory bus width =1 word, Miss rate = 3%
Miss penalty = 32 KUKAOUG

(4 kKUkAoI yia attooToAr TNG O1EUBuvong, 24 KUkAol access time / Aé€n, 4 kUkAol yia
ATTOOTOAN HIaG AEENG)

Memory access / evioAr] = 1.2 |davikd execution CPI (ayvowvTtag Ta cache misses) = 2
Miss rate (u€yeBog block=2 word) = 2%  Miss rate (uéyeBoc¢ block=4 words) = 1%

= To CPIl tou ynxavruarog pe blocks TnG 1 Aéénc= 2+ (1.2 x .03 x 32) =3.15

. MeyaAwvovTtag To péyeBog Tou block o€ 2 AéCeig divel To akdAouBo CPI:

32-bit bus ka1 memory, kaB6Aou interleaving =2 + (1.2 x .02 x 2 x 32) = 3.54
32-bit bus ka1 memory, interleaved =2+(1.2x.02x(4+24 +8)=2.86
64-bit bus ka1 memory, kaBoAou interleaving =2 + (1.2 x .02 x 1 x 32) =2.77

= MeyaAwvovTtag To péyeBog Tou block o€ 4 Aéceig, divel CPI:

32-bit bus ka1 memory, kaB6Aou interleaving =2 + (1.2 x 1% x 4 x 32) = 3.54
32-bit bus ka1 memory, interleaved =2+(1.2x1% x (4 +24 + 16) = 2.53
64-bit bus ka1 memory, kaB6Aou interleaving =2 + (1.2 x 2% x 2 x 32) = 2.77

© © © © Nahonal Technical University of Athens T

26

c<‘CSLa



